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This paper presents the progress of the PREDIVIS project, on the development of a novel energy disaggregation
hardware/software tool towards energy efficiency, anomaly detection and predictive maintenance. The PREDIVIS
project involves the use of an edge-cloud hybrid computing architecture, hardware accelerated algorithms,
machine/deep learning, and big data approaches for the analysis of high frequency electrical loads. The project will
deliver an advanced and innovative solution for energy disaggregation intended for industrial applications,
commercial buildings and households. A main scope of the project is to address the problem of predictive
maintenance by providing a cost-efficient solution with industry 4.0 features.
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1. Introduction

Nowadays, the advances in technologies like IoT,
smart-grid, big data and communications are
leading towards the fourth industrial revolution.
Industry 4.0 is transforming traditional domains
into digital domains with smart manufacturing
being the first target into transitioning to the new
standards. Domains that are being transformed
through the fourth industrial revolution are oil and
gas, chemical industry, energy, healthcare, smart-
cities etc. The transformation taking place aims to
deliver smart features to reduce the complexity
and improve system efficiency by optimizing
different process of manufacturing, logistics etc.

Cyber Physical Systems (CPSs) are
transformed from using traditional monitoring
systems to use advanced features like remote
monitoring, advanced diagnosis, additional
services like process optimization etc. New
capabilities are being developed like remote
control, services, diagnosis, condition monitoring
system health structural health etc. Energy
disaggregation provides a cost-effective way to
monitor the energy consumption through a single
point of measurement.

Equipment and machinery monitoring on
industrial sites is a costly and complex process.
Multi sensor systems are deployed to monitor
machinery operation by analyzing different points
such as oil debris, motor vibration, response time
etc. to prevent malfunctions, minimize safety
issues, repair costs and down times due to
damages or deterioration of components. Non-
Intrusive Load monitoring (NILM) techniques

could offer a cost alternative to equipment
monitoring by providing advance insights on
machinery operation especially for
electromechanical equipment. Industrial
application of NILM is a challenging field due to
the large loads that need analysis and the huge
number of harmonics presented.

The amount of data produced by monitoring
CPSs through various systems has led the
development of mnew techniques towards
predictive and preventive maintenance. NILM
methods can help in updating old machinery
equipment to help the transition of small and
medium sized businesses towards industry 4.0
features [5, 6]. Numerous techniques for
Predictive maintenance have been developed
harnessing the power of data, Machine learning
and artificial intelligent. These approaches are
providing useful solutions towards predictive and
preventive maintenance.

This paper is organized as follows. Section 2
reviews the state of the art on predictive
maintenance. Section 3 presents the different
domains involved in this work. Section 4
describes the problem of high frequency energy
sampling and the signal disaggregation. Section 5
presents the proposed approach. Section 6
presents a case study on energy analysis towards
fault detection.

2. Predictive maintenance

In general, maintenance is being grouped in three
categories Run to Failure, preventive and
predictive  maintenance. Run to failure
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maintenance is performed after a failure of a
component or a device, this is the least effective
but most adopted technique nowadays. This
technique is costly as the downtime associated
with the failure is larger compared to planned
actions to prevent a failure. Preventive
maintenance (PvM) is the process where
maintenance actions are planned based on a
schedule. This technique is targeting to prevent
failures by scheduling actions to replace or repair
components and equipment. Usually, failures are
prevented but there is a large waste of resources
and unnecessary actions leading to waste of
resources and components.

Predictive maintenance (PdM) is the process
where maintenance is performed based on
estimations of health status of equipment [1].
Various methods are being used ranging from
visual inspection to automated processes using
signal processing, pattern recognition physical
modelling, empirical data approaches etc. [2]. The
method is mainly based on indicators collected
from different sensors or observations and the
detection of failures is based on historical data,
human defined parameters and statistical methods
[3]. Machine Learning (ML) [4] seems like the
most suitable technique to deal with the multi
dimension problems where numerous variables of
physical values need to be processed e.g. flow,
pressure, voltage, temperature etc. [5].

Most of these systems are based on the
deployment of multiple sensors and harvesting of
the data produced by already deployed sensors on
different devices. Harnessing the power of IoT
and big data to provide predictive analytics and
anomaly/ abnormal behaviour detection [6]. Main
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Figure 1 CPS systems and peripheral systems

scope is to adapt predictive maintenance policies
according to real-time data and algorithms to
combine with the preventive analytics policies to
achieve optimal results and maximise the overall
working time of equipment.

For instance, the Motor Current Signature
Analysis (MCSA) technique uses the electrical
current harmonics in order to detect anomalies in
motor operation [7]. MCSA is monitoring the
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frequency spectrum of the current and analyses it
to diagnose faults in the stator, rotor or bearing.
MCSA is frequently combined with vibration
analysis to provide enhanced PdM features. Other
techniques targeted for motor equipment are the
Current Signature Analysis (CSA), the Voltage
Signature Analysis (VSA), and the Extended
Park’s Vector Approach (EPVA) [8-9].

2.1 Non-intrusive monitoring

Non-intrusive monitoring is refereeing to the
technique where sensors are being deployed to
monitor a device without requiring physical
integration with the device. Another advantage of
non-intrusive monitoring is the ability to retrofit
and reduce installation costs. Numerous devices
can be developed to monitor, vibration, power,
structural health, physical corrosion etc.

The benefits of non-intrusive monitoring are
mainly focused on the low-cost of equipment
compared to intrusive systems and ease of
installation without requiring any downtime or
highly trained personnel.

With the advances in IoT and wireless
technologies the field of energy monitoring as a
source to predict faults on machinery equipment
is becoming more and more attractive towards
predictive maintenance and energy efficiency.

2.2 Machinery health monitoring

There are numerous techniques for machinery
monitoring and diagnostics developed utilizing
different techniques for data acquisition, different
sets of data and analysis methods. Analysis
techniques ranging from statistical pattern
recognition [10] to ML and Neural Networks
(NN) [11] in the later years. Continuous
monitoring is essential to reduce faults and
unpredicted downtime and increase overall
productivity. Predictive maintenance via signal
processing for fault diagnosis using wavelet
transform and fuzzy neural networks can detect
carly stage faults [13]. Neural network techniques
utilizing  feed  forward networks  with
backpropagation have reached classification
accuracy of possible faults up to 99.3% [12].
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2.3 Maintenance in Industry 4.0

Industry 4.0 is the combination of data and
advances in automation that is transforming CPSs
to intelligent systems to increase efficiency and
productivity. Predictive maintenance is a main
feature of the term Industry 4.0 based on large
volumes of data collected from various sensors
and multiple locations in order to reduce costs for
maintenance and downtime of assets and as well
as increase asset availability and overall work
time. Different methods and sensors have been
developed to assist the process, sensing different
variables sensors to monitor temperature, energy
consumption, vibration etc. are being deployed
[13].

The 10T is the main factor that helps industry
to advance to the new standards of industry 4.0.
CPS are equipped with sensors, actuators and
other components that are part of the IoT
ecosystem. The IoT is composed of “Things” with
embedded or integrated technologies to sense,
collect, process and transfer data to fill a purpose.
The ultimate target of the vast amount of data
captured by the devices is to analyse and act
according to them [14]

The vice versa communication flow of IoT
devices can assist the exchange of different and
heterogenous machinery equipment data that
compose a production line. The new capabilities
developed in the context of Industry 4.0 are
mainly [oT use cases that assist in tackling
different problems. [oT devices are assisting in
domains like structural health monitoring, track
and trace, system health, remote services, control
and diagnosis, condition monitoring etc.

The all growing computational power of IoT
devices can be harnessed to assist edge and fog
computing architectures to provide Industry 4.0
features by retrofitting into outdated CPSs.
Distributed architectures are becoming more
attractive by the advances in hardware level
components [15].

3. Energy Disaggregation

Energy disaggregation first introduced in the 90’s
by Hart [16], is the process where an aggregated
energy signal is decomposed into separate signals
produced by each device’s workload. IoT
technologies and the rollout of smart energy
meters helped the domain to bloom in the recent
years. Energy disaggregation is mainly focused
on households due to the simplicity of the
problem (lower order of harmonics), data
availability and the development of smart grid
technologies.

Energy disaggregation via NILM promised
adequate accuracy with lower installation costs
and complexity. Different methods and
approaches have been proposed to address the
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problem. Data sampling is divided in two
categories low and high frequency. Low
frequency techniques are using data collected in
the orders of seconds up to minutes and analyse
the power consumed to predict the devices used,
whereas high frequency techniques are using data
sampled in the order of kHz or MHz [17]. The
sampling method defines the analysis steps as
different features are available or can be
constructed via data processing [18-19].

The most used techniques for energy
disaggregation are Hidden Markov Models,
Graph Signal Processing, Machine Learning
(SVM, Knn etc) techniques and in the later years
Neural Networks like RNN, LSTM [20] etc.
These methods are producing pretty accurate
results up to 95.6% but there is no evidence on the
ability to generalize the problem and the lack of a
universal approach or method to fit multiple
installations or different sites with different
devices.

Energy disaggregation nowadays is mainly
using the traditional Cloud computing
architecture where data sampled from smart
meters or sophisticated energy monitoring
devices are analysed. The analysis takes place on
the cloud where models have been trained with all
available data. In the later years there are
approaches where analysis is being made on
premise to reduce data volumes exchanged.

4. Problem description

The majority of systems for monitoring and
diagnosis of Cyber Physical Systems (CPSs) are
based on observations and assumptions of subject
matter experts on the field and industry domain.
These models are tailormade for a specific
application and installation characteristics
making impossible to apply them on a large scale.
Additionally, these systems are hard to maintain,
upgrade and verify the ability to predict with
adequate  accuracy possible faults and
deterioration of equipment. Data driven
approaches are the main alternative with
promising results on large scale deployment and
prediction accuracy.

Let X denote a device comprised of N
components so that X becomes X={x;, x>..., xn}.
Each component x; of device X has a unique
energy fingerprint, different working
characteristics and a specific timing for operation
status change according to the work schedule. The
disaggregation exercise consists of analysing the
system data in order to unravel the strands of each
device to enable further analysis of the device
operation.

At a given time, each component x; has its own
energy load characteristics, which are part of the
aggregated energy consumption of the device. Let
S(7) denote the aggregated load of X at time #:
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Where pi(t) is the power of x; at time t, i.e. the
product of the voltage and electric current
wavelength fingerprint of x; at time t. The
component power depends on the operation state
and status of the device X over time.

During energy disaggregation S is analysis into
its component signals p;(7), so that we can monitor
the operation of each device component and the
overall health of the device. Note that, each
component x; has different deterioration rate
according to its function and production
characteristics.

5. Proposed approach

The PREDIVIS project will deliver smart sensor
technologies with sampling, data analytics,
hardware acceleration, and communication
capabilities. In this paper we present the
development of the PREDIVIS project [21-22]
and the architecture towards an edge-cloud hybrid
system for predictive maintenance and energy
monitoring (section 5.1).

As presented in Section 4, most NILM
applications to predictive maintenance analysed
the wavelengths of current and voltage to
compute energy characteristics like active and
reactive power, power factor, harmonics etc.
PREDIVIS proposes a hybrid Edge-cloud system
(section 5.1) (b) energy monitoring based on high
frequency data sampling, intelligent feature
extraction, coupled (section 5.2) with (c)
statistical techniques and NNs to analyse the data
towards energy efficiency and predictive
maintenance (section 5.3).

5.1 Edge computing

IoT is generating vast amounts of data, in the case
presented the data sampling frequency is 64 kHz
for 6 datapoints sampled, this produces
approximately 1.1 Mb of raw data per second. In
order to transfer these raw data through the
internet an initial study showed that is almost
impossible with the current available bandwidth
rate. Edge computing can help to address the
problem by decreasing the volume of information
by at least three orders of magnitude.

Most systems intended for industrial energy
monitoring are composed of a sensor network to
sample data at points of interest, a gateway system
responsible for communication and data
collection and a centralised datacentre/service
provider.

Cloud computing has a major role in the IoT
ecosystem but as the amount of data increases
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faster than the communication advances, different
topologies have been introduced. Fog and Edge
computing can provide a solution to the problem
by dividing the computational power and the
storage needed by centralized infrastructures,
decreasing the overall cost and increasing the
overall computational power and storage.

Fog systems are mainly nodes, gateways and
datahubs that are on site, the main target is to
collect data from the different sensors and CPSs.
Fog computing is assigning the computational
power to local area network instead and assists in
processing the data locally to only transfer
meaningful information to the cloud. Fog systems
are capable of providing advanced human
interfaces and data analysis on site and usually the
data processing is being held within hubs or
nodes. [23]

Edge systems are mainly sensor devices
equipped with microcontrollers and processors
capable of sensing, collecting and processing and
transferring data capabilities. Edge computing is
assign’s the workload to the sensing devices
offloading the overall system on network
requirements and provides network failure
tolerance as each device is capable of acting on its
own. Control and intelligence are shifted away
from central nodes to the CPS or even the sensors.
Processing data on site, the system can share
information between sensors or deployed devices
faster. [24]

Cloud
Fog

Edge

Figure 2 IoT ecosystem layers

PREDIVIS is mainly utilizing the power of
Edge computing to provide powerful agents to
analyse the sampled data on site decreasing by
multiple orders of magnitude the amount of data
transferred.  Additionally,  through cloud
computing an agent can receive a retrained model
tailormade for the specific installation that is
deployed through knowledge sharing between
other agents. Finally, it can provide local services
without the need to be connected to the internet all
the time to give a continuous service.
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5.2 Developed hardware

The current prototype is a data sampling device
that uses the components shown in Table 1. This
device can support the deployment of trained
models for energy disaggregation. The prototype
is currently operating in a commercial
installation. The next version of the prototype will
include FPGA components to support hardware
acceleration for NN.

Table 1. Hardware components of PREDIVIS

prototype

Additional
Name Purpose information
Raspberry Communication,
Pi3 data gathering
ADS . 64 kHz sampling
13108 ADC data sampling rate
HACS Current Current sensing
100A transformers equipment
VT 100 Voltage transformer Voltage sensing

equipment

The developed prototype is sampling data at 64
kHz* The dataset of PREDIVIS consists of more
than 2 Tb of consumption data from high
frequency sampling and 200 Mb of ground truth
data from smart-plugs and low frequency energy
meters. The data sampled in a commercial case 3-
phase installation as described in previous work
[21].

The communication between the Raspberry Pi
and the ADC is through SPI interface. The second
version of the prototype will evaluate the ability
of the prototype to integrate the model of the
neural network on embedded logic and the next
step is to integrate a new prototype with the FPGA
to test the data exchange and the hardware
acceleration of neural networks.

5.3 Analysis of load data

Energy load data are mainly the current and
voltage wavelength sampled by the device
mentioned in Section 5.2. We analyse the
wavelengths to produce additional features to
analyse. By performing Fourier transformation,
we extract the Harmonics that represent the
deviation of the sampled waveforms form the
fundamental sinusoidal waveforms. Harmonics
are mainly present due to non-linear loads
connected to the power circuit.

Aside from the Harmonics we are computing
other useful features like the active and reactive
power, the phase shift of the sampled signal from
the fundamental one etc. These features are used

@ The data sampling refers to 1280 points in one period of
the electrical signal in fundamental frequency of 50Hz.
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as inputs in a 3-layer feed forward NN to classify
the devices working at a given time. This
procedure is taking place in 1, 2, and 3 phase
systems to analyse the load of each phase. The
process we are using until now is based on
supervised learning to train the network to
classify the appliances and devices working at a
given time.

The energy analysis through Neural Networks
is trying to evaluate the ability of generalization
to train on case A and test on case B. The cross
validation of the algorithms can help us in the
analysis where some activities are tight to a
specific schedule and processes. The analysis up
to now is time agnostic to remove the above
mentioned constrain from the analysis process.

A centralized infrastructure gathers the results
of the analysis and maintains a database of
electrical signatures to assist the energy
disaggregation. The distributed devices will be
updated over the air from the -centralised
infrastructure with tailor made models for each
installation. The central node of the system will
be responsible at early deployment stage for the
training and the distribution of the models to the
edge devices [22].

The benefits from this approach are significant.
In effect, the data load transfer is limited to a small
amount of data, compared to the raw inputs, to
report only events, the processing power is
distributed between agents and the overall system
is more robust towards network failures.

6. Case study
6.1 Simulated environment

This section presents an experiment to check the
assumption that the analysis of energy loads using
the tools and the architecture so far developed
within the PREDIVIS project can assist in
predictive maintenance applications. We consider
a motor working under different conditions and
we use the prototype of Section 5.2 to monitor its
load consumption in each case.

Three operation cases are considered:

e Normal operation where the motor is
working properly (Figure 1),

e Operation under medium restrain (Figure
2), and

e Operation with very large restrain, such
that the motor is unable to perform a full
rotation (Figure 3).

The sampled power current and the harmonics
of the device are presented in Figures 3, 4 & 5.
The harmonics presented in the three cases,
showed that there are major changes between the
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Figure 3 Normal motor operation
wavelengths of Current & Voltage,
V-I trajectory and Harmonics

three working conditions, analysis showed that
this change can be identified.

Anomaly detection is possible by paying close
attention to individual device workload and
harmonic distortion. Removing the first harmonic
due to its magnitude the fingerprint of the device
changes dramatically for different working states.
Harmonic distortion is also changing and can
indicate the change of behaviour. Identification of

Figure 4 Medium restrain motor
operation wavelengths of Current &
Voltage, V-1 trajectory and Harmonics

5 5 m B a B » B
Figure 5 Maximum restrain motor

operation wavelengths of Current &
Voltage, V-I trajectory and Harmonics

the problem in early stage can assist in detection
of malfunction of the system to prevent faults that
might stop the operation to appear. To minimize
data input in our model we use the frequency
domain to analyse the device power consumption.
Fourier transformation assists the transition from
time domain (where the wavelengths of current
and voltage are) to the frequency domain. Using
the harmonics, we can create additional features
to assist the data analysis process.
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5.4 Discussion

As demonstrated in the above case study, it is
possible to analyse the operation of a device or a
device component and apply different techniques
to identify anomalies using their energy load
signal. Since the energy load of this device or
component are usually aggregated with the other
loads, we need to apply energy disaggregation
tools in order to unravel the individual signal
patterns from the aggregated signal.

5.3 Current and future work

The PREDIVIS project is currently in the
development of a more sophisticated device
utilizing FPGA to apply NN algorithms through
hardware acceleration. Due to the differences in
the cases (household, commercial, industrial) the
project is trying to address, more devices for high
frequency sampling will be developed and
deployed to enrich the dataset with additional data
on heterogenous cases.

In parallel fine-tuning of the already developed
NNs and algorithms to evaluate in real-time use
cases. Benchmarking on different datasets and
heterogenous systems to provide meaningful
efficiency metrics on the ability of NNs to
generalize and adapt to different environments
with little or no training acting as
unsupervised/meta  algorithm  utilizing the
knowledge of previous sampled and recognized
devices.

6. Conclusions

Energy disaggregation can assist the process of
device monitoring by providing the individual
signals for different components of a device. If the
energy disaggregation can achieve a good result
on braking down a signal to the individual ones
we can observe the components and provide
useful insights towards predictive maintenance.

The PREDIVIS project aims to address the
problem of energy efficiency and predictive
maintenance through energy analysis. The project
is targeting energy disaggregation with a novel
method to overcome the obstacles and provide,
with adequate accuracy, the individual power load
curves of a system’s components. The analysis
and observation of the individual power
signatures aims to provide PdM features to
industrial, commercial and household cases.

This paper considers the case of a single
component and demonstrates how the proposed
software and hardware tools for sampling and
signal analysis provide insights into the operation
of the device and detect operation anomalies. In
the real-world different components are working
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together providing the aggregated signal.
Furthermore,  each  component’s  power
consumption is different, and the power peak of a
load can hide smaller signals from devices using
less energy. Though this is a main barrier to
overcome in order to provide meaningful results.
Current work in the project tries to address these
challenges by developing and benchmarking
advanced data analysis tools for efficient energy
disaggregation.
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