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Abstract. Open government data has been in the spotlight for several years, em-

phasising the need for publicly available datasets to foster societal innovation and 

enable data-driven decision-making. However, it is not sufficient for data to be 

available through an open data portal or repository to be usable by end users and 

for them to fully unveil its potential; it also needs to be accessible and intelligible. 

Targeting this aspect, this study builds on the synergy of open government data 

and emerging technologies, such as Large Language Models (LLMs) to demon-

strate that technologically enabled open data portals can have enormous possibil-

ities for end-users to understand an available dataset efficiently, and in an inter-

active manner. This implementation is built on the LLMs Retrieval Augmented 

Generation (RAG) functionality which fetches datasets after a user’s choice from 

the Greek Open Data Portal, allowing the user to ask questions about this dataset 

using natural language. The Greek open data portal provides access to datasets 

from different domains through the Application Programming Interfaces (APIs) 

which makes it easier to bridge the gap between complex data and non-technical 

users who want to use it. This work explores the implementation potential of such 

a pipeline in a real-world application using the Greek Open Data portal as data 

source, and by utilising a conversational smart agent to interact with the open 

datasets available through the portal, it brings forward new capabilities in data-

user interaction and efficient data exploration. Apart from the implementation, 

this study explores the pitfalls and shortcomings of such an endeavour (conver-

sational agents) which requires real-time calculations and deterministic re-

sponses. 

Keywords: Open Government Data, Open Data Portal, Open Data Interopera-

bility, Large Language models, User Interaction, Retrieval Augmented Genera-

tion 

1 Introduction 

Open government data research has been in the spotlight for quite some years, em-

phasising the need for publicly available datasets to foster societal innovation and ena-

ble data-driven decision-making. However, open data needs to follow well-established 
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data publication standards and procedures, both in technical but also accessibility and 

usability terms. It is not sufficient for data to only be available through an open data 

portal or repository in order to be usable by end users and for them to fully unveil its 

potential; it also needs to be accessible and intelligible. Open government data available 

at data portals may still suffer practically because of several persistent challenges such 

as inconsistent metadata standards following the data, lack of technical interoperability, 

findability issues, or the difficulties which many non-technical users face during this 

process (also known as the digital divide), most of the time being a deterring factor for 

practically utilising the open datasets available. As a result, even though the volume of 

publicly available information has been increasing, non-specialist users or user groups 

lag behind in harvesting the benefits of open data compared to users with a technical 

background who can more easily and effectively extract value from it.  

 At the same time, Artificial Intelligence (AI) and Large Language Models 

(LLMs) bring forth new opportunities and capabilities in almost every scientific do-

main, thanks to their ability to understand natural language and queries and return hu-

man-like answers. Should LLMs be able to search, understand, and make data easier to 

interact with, a whole new world of capabilities can be unlocked for the end user. How-

ever, for this to happen in reality, technical and semantic interoperability on both da-

taset and data portal levels need to be achieved as basic requirements. LLMs are inher-

ently capable of interpreting natural language and reasoning over both structured and 

unstructured data, this advantage being key for the purpose described. More specifi-

cally, when combined with Retrieval Augmented Generation (RAG) architectures, con-

text-based output tailored to user queries input becomes feasible. In this context, novel 

types of interfaces can be designed, aiming to make open datasets easier to interact 

with, query, and understand at a deeper level.  

This study focuses on the official Greek Open Data Portal1 and, integrating its API 

infrastructure with an LLM RAG functionality, makes it feasible for users to explore 

and interact with chosen datasets through natural, conversational language, in a short 

time. The case study on the Greek OD portal demonstrates how users are able to identify 

certain datasets of their interest and then query the dataset content through prompts in 

natural language. The main purpose of this study is to contribute towards more acces-

sible open data, not only technically but also practically, allowing users, regardless of 

their backgrounds, to interact with datasets in a natural, user friendly and expertise ag-

nostic way, helping bridge the digital divide. In addition, this work aims to explore the 

implementation potential of such a pipeline in a real-world application using the Greek 

Open Data portal as a data source and utilising a conversational agent to interact with 

the open datasets available through the portal. Apart from the implementation, this 

study explores the pitfalls and shortcomings of such an endeavour (conversational 

agent) which requires real-time calculations and deterministic responses.  

The paper’s organisation is as follows. First, the research background of this work is 

included (Section 2), forming the study’s motivation and foundational basis. Next, the 

 
1 https://data.gov.gr/ 

https://data.gov.gr/
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detailed methodological process for the experiments is presented in Section 3, while 

Section 4 includes the experiment results and analysis. Finally, Section 5 reflects on the 

results of this study, while Section 6 concludes with final remarks and future work and 

directions to be considered. 

2 Research background 

Various approaches have already been utilising LLMs and RAG to improve open 

data related issues, whether that pertains to open dataset’s findability, accessibility, or 

interoperability. As far as the combination of open government data with Generative 

AI technologies is concerned, aspects of metadata generation and quality, and data dis-

coverability are targeted. [1] utilised and fine-tuned the T5-small and T5-large models 

to improve the process of metadata category and keyword extraction on datasets avail-

able through the European Data Portal (EDP). This aimed to facilitate dataset discov-

erability, FAIR data compliance, and improve data portal usability. Similarly, [2]) ex-

plored the capabilities of LLMs (GPT3.5) in a case study of enabling natural language 

querying on the Scottish open statistics portal2 and demonstrating how GenAI can rev-

olutionalise the way users can interact with Open Government Data portals and the 

RAG potential to enhance LLM accuracy. In the same vein of interaction with open 

data, the report by [3] explores five use-case scenarios where open data and GenAI may 

form a synergy to bring forth the so-called “Fourth Wave” of open data. The report 

presents the scenarios, key challenges faced (e.g., data quality, bias) and requirements 

that emerge to create GenAI-ready data, as well as actionable recommendations to sup-

port the integration process for concerned stakeholders.  

 GenAI and LLM applications on interoperability also include semantic interopera-

bility and enhancing semantic search capabilities on data portals and knowledge repos-

itories. [4] proposed a methodology which includes ontological foundation and LLMs 

aiming to improve the hierarchical structure on scientific methods, tools, and tech-

niques representation on Wikidata in order to enable interdisciplinary (or domain-ag-

nostic) search capabilities. Viewing Wikidata as a knowledge graph, the method utilises 

knowledge graph metrics as well, to alleviate identified challenges on this repository, 

such as the inability to retrieve all (or most) relevant data using the currently offered 

SPARQL endpoint. Pertaining to dataset discoverability, in open data portals, [5] de-

veloped a semantic similarity recommender to assist users in discovering “dark data”, 

so data that remains unused due to the difficulty in discovering it. The recommendation 

system by [5] makes use of Natural Language Processing (NLP) to capture semantic 

proximity among dataset’s metadata and the metadata is made compatible with several 

OGD portals. Similarly, [6] analysed semantic similarity, interoperability and availa-

bility among datasets available through the Gulf Cooperation Council (GCC) countries’ 

OGD portals (organised in how they relate to Sustainable Development Goals - SDGs) 

and proposed standardisation and region-specific strategies in this regard (to enhance 

OGD quality and semantic alignment with SDGs). Mapping SDG indicators and open 

 
2 statistics.gov.scot 

http://statistics.gov/
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data facilitated through LLMs was proposed by [7], who addressed the challenge of 

computing SDG indicators from heterogeneous open data sources. Their proposed 

framework (hybrid LLM- and rule-based approach) utilised LLMs and KGs in this con-

text, demonstrating effective results through an applied case study with improved pre-

cision, recall and F1-score. LLMs aspire to be leveraged to facilitate the process of 

cross-domain ontology semantic alignment (or mapping). As proposed by [8] the initial 

mapping of Cultural Heritage domain ontologies is performed following a manual map-

ping process, the results are assessed using OpenAI’s GPT zero- and few-shot learning 

from cultural heritage but also using mapping examples from other domains (e.g., legal 

domain) to move towards cross-domain reuse.  

 On the applications of LLMs and RAG discourse for policy and organisational as-

pects, [9] analysed public submissions to an Australian Federal Government inquiry in 

the education sector (inquiry on how GenAI impacts education), and, through their 

methodological approach for policy analysis, highlighted emerging concerns about ac-

ademic integrity and a need for assessment reform. Lee-Geiller & Ali, (2025) used NLP 

to analyse Open Government Partnership (OGP) policy documents from 75 countries, 

examining their alignment with democratic values. Similarly, as [6], Lee-Geiller & Ali, 

(2025) also applied similarity calculation (e.g., cosine similarity) in order to identify 

semantically proximal content.  In an effort to create or curate language-specific data 

for training, LLMs may facilitate the collection, annotation, and storage of data. [11] 

outlined a system to enable this process for the Greek language, on a Greek Data Pile.  

 Following the literature and traction of LLM applications for the facilitation of 

knowledge representation, discoverability, but also to improve open data portal facili-

tations, this research aims to contribute to the body of scientific knowledge by intro-

ducing the ability to bridge the gap between non-technical data user groups and data 

portals and allowing them to more easily interact with datasets on the portal. This is 

achieved by leveraging a proposed LLM and RAG architecture towards making data 

more discoverable and accessible to the general public, irrespective of their technical 

literacy and experience with data. 

3 Experimental Methodology 

This study follows the proposed methodology outlined in the steps in Figure 1. There 

are four major components, as follows.  
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Fig. 1: Proposed methodology for “Talk to open data”: Data is fetched from open data portals, it 

is prepared, data retrieval and generation are performed, and user interactions are handled, pro-

cess can be seen from top to bottom. 

3.1 Open government data sources 

To enable user interaction in open government data, we have selected the Greek and 

the European open data portals. The Greek open data portal supports API-based access 

to open data, making it easy to integrate into an application for development purposes. 

We focused on three thematic areas in the Greek open data portal: Health, Education, 

and Travel. In these categories, we listed APIs from each of these sources. This infor-

mation is shown in Table 1. 

We also considered one dataset3 from the European open data portal4 which redirected 

to the Greek open data portal. This API call returns the metadata of the dataset. From 

 
3 https://data.europa.eu/api/hub/search/datasets/https-data-gov-gr-internet_traffic~~1   
4 https://data.europa.eu/en  

https://data.europa.eu/api/hub/search/datasets/https-data-gov-gr-internet_traffic~~1
https://data.europa.eu/en
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this metadata, the original landing page of the dataset was extracted, which can help in 

data retrieval and further usage for generating open data insights. 

Table 1. Open data sources: Greek open data portal5 and European open data portal 

Category Dataset Name API Endpoint 

Education List of Schools /api/v1/query/minedu_schools 

 University Teaching Staff /api/v1/query/minedu_dep 

 Students by School /api/v1/query/minedu_students_school 

 Atlas Internship System Statistics /api/v1/query/grnet_atlas 

 Eudoxos Requests & Deliveries /api/v1/query/grnet_eudoxus 

Health COVID-19 vaccination statistics /api/v1/query/mdg_emvolio 

 COVID-19 vaccination statistics (weekly) /api/v1/query/mdg_emvolio_weekly 

 Drug Exports /api/v1/query/drug-exports 

 Drug Sales /api/v1/query/drug-sales 

 Inspections & Violations /api/v1/query/efet_inspections 

 Number of Pharmacists /api/v1/query/minhealth_pharmacists 

 Pharmacies /api/v1/query/minhealth_pharmacies 

 Number of Dentists /api/v1/query/minhealth_dentists 

 Number of Doctors /api/v1/query/minhealth_doctors 

Travel OASA Daily Ridership /api/v1/query/oasa_ridership 

 Commercial Sailing Traffic and Routes /api/v1/query/sailing_traffic 

 Road Traffic for the Attica region /api/v1/query/road_traffic_attica 

Technology Internet Traffic in Greece /api/v1/query/internet_traffic 

 Use of digital technologies for the develop-

ment of products and/or business processes 

/api/v1/query/ekt-tech-growth-assessment 

 Use of digital technologies for the develop-

ment of new or improved products and/or 

business processes 

/api/v1/query/ekt-digital-tech-use 

 Sectors of interest for future use of digital 

technologies 

/api/v1/query/ekt-future-interest-sectors 

 Adoption factors of digital technologies /api/v1/query/ekt-adoption-factors 

3.2 Data preparation 

Most of the time, the data fetched from the open data portal was in tabular format. We 

needed to perform data preprocessing, conversion, and then store the data features in a 

vector store database. There are many data stores available; however, in this context, 

FAISS was used. After fetching data through the API, we converted it to JSON and 

then to a Pandas DataFrame (tabular structure). However, for the data to be understand-

able by the LLMs, it needed to be in textual format. For this purpose, the DataFrame 

was converted to textual format. The data was then ready to be fed into the tokeniser 

and to generate embeddings. “SentenceTransformer('all-MiniLM-L6-v2')” from 

 
5 https://data.gov.gr  

https://data.gov.gr/api/v1/query/oasa_ridership
https://data.gov.gr/api/v1/query/sailing_traffic
https://data.gov.gr/api/v1/query/road_traffic_attica
https://data.gov.gr/
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HuggingFace was used to perform this step. The embeddings were stored in FAISS 

(vector store), allowing them to be fetched and then matched to relevant data based on 

user queries. This step requires a lot of attention as data may be in different formats 

(CSV, XML, or JSON). Thus, effort in the transformation was required for chunking 

and for generating embeddings for proper use in the next steps. If the embeddings are 

not correctly formed, models may have difficulty in retrieving the right data, while the 

generator may produce incorrect text. 

3.3 Data retrieval and generator system 

Data retrieval and generator functions will have access to the data stored previously in 

the FAISS store and the capabilities of the generator, (such as the large language 

model), to utilise the open data and then generate a response for the user. The data 

retrieval system only fetches data based on the user query, for instance, if the user wants 

to fetch the whole dataset or some of the samples, and what kind of insights does the 

user require? What are the top values based on the user query? These tasks are handled 

by the query module within the retrievals and generation system. We expanded this 

stage of the experiment based on the initial results generated using the pipeline, such as 

RAG, Vector store, and LLMs, but this step was not capable of generating accurate 

results, as it requires some agent to perform real time calculations on the data. We pro-

posed and implemented a Langchain agent “create_pandas_dataframe_agent” and 

tested it within the experiment setup on the same data space which produced more ac-

curate results. These results were validated by running the code as well. 

3.4 User interaction 

In the experimental initial stages, the user is asked to select the data theme by writing 

among the sources, and then to choose the specific datasets within that theme. Based 

on the user's choice, data will be fetched from the respective open data portal through 

the API and will be prepared to be stored in the vector store after chunking and embed-

ding. Following that, the query system will understand the query and pass it to the vec-

tor store, and the vector store will return data based on the query. The data fetched from 

the vector store will be provided to the data generator (LLM), so it will provide insight 

and useful information to the end-user. In this manner, the whole communication will 

take place by bridging the technical requirements of open data required by the user and 

exposing the open data to LLMs to generate real-time insights from the data. Figure 2 

explains all the functions that a user while interacting with “Talk to open data” agent 

can perform and also it explains that how retrieval and generator system with the help 

of LLMs, RAG, and smart agent can perform functions based on thee user interactions.  

System requirements: To perform this experiment, we utilised Kaggle IDE, which 

provides access to Jupyter notebooks. Kaggle has GPUs T400, along with memory, and 

CPU, which were enough to run this experiment. We have used Python in this experi-

ment. Furthermore, we have used the HuggingFace transformer library, FAISS vector 

store, Mistral (mistralai/Mistral-7B-Instruct-v0.1), and LLAMA (meta-llama/Llama-

3.1-8B & LLAMA -llama3-8b-8192) for experimentation of prompt. The Client.http 
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library was used to fetch data from the Greek open data portal. Furthermore, after know-

ing the shortfalls of the above models, we implemented an LLM agent using Langchain 

“create_pandas_dataframe_agent,”. On the backend, we used a better (considering 

performance) LLM model (LLAMA -llama3-8b-8192) provided through API from 

Groq6, which allowed us to run small experiments with less resources. The implemen-

tation stages have been explained in a stepwise format in Figure 3. 

 
Fig. 2. Use case diagram explaining all the functionalities of the “Enabling User Interaction in 

Open Government Data” system. 

 

 
Fig. 3. Implementation stages based on the developed methodology 

 
6 https://groq.com 

https://groq.com/
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4 Results and analysis 

The methodology described in the previous section, helped us to execute the experiment 

on the open-source tool “Kaggle,” which provides access to hardware for limited time. 

First of all, we collected all the API endpoints from the Greek open data portal and 

added them to a dictionary along with their titles and themes. In this way, users can 

easily select a dataset theme and title, and our data fetching module will fetch the data 

and parse it as a DataFrame. This process is shown in Figure 4. 

 

 
Fig. 4. List of available datasets that can be fetched within the experimental environment (other 

datasets can also be fetched, but the API endpoints would need to be listed/brought into this 

environment) 

Based on the user’s inputs (dataset category and dataset name/title), the module re-

trieved the proper dataset from the Greek open data portal, converting it to tabular for-

mat. On the back end, we managed the collected data, as it requires transformation from 

API response to DataFrame/JSON and then further usage in the experiment. After 

fetching the dataset, we generated the embeddings of the tokenised corpus using freely 

available embeddings from HuggingFace 'all-MiniLM-L6-v2' via the transformer pack-

age. We also displayed a few instances of the fetched data. Some of the datasets are 

large while some others are very long. For the sake of simplicity, we fetched a dataset 

that only has five records and explains how different factors affect the adoption of dig-

ital technologies in Greece. The whole process can be seen in Figure 5. The blue labels 

explain the inputs/outputs. These embeddings were stored in the FAISS vector store so 

that we could fetch them later based on the user queries. 
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Fig. 5. The user selected the dataset theme (category) and then entered the same name of the data 

they wanted to learn about. 

After dataset embeddings are stored, LLMs (in our case Mistral and LLAMA 3.1) 

were ready to be used. We used Mistral, but it did not generate the desired results, so 

we soon moved to LLAMA 3.1 with an 8B parameters setup, and a more deterministic 

approach by setting the model temperature to 0.0 to get more accurate results based on 

our dataset. Users asked questions/prompts, as shown in Figure 6.  When the user asked 

a question, the model responded using the whole dataset. First, the model showed a data 

summary, and then an explanation. The response can vary every time based on the 

prompt. In this example, the model used a total of 5 records from the dataset along with 

its schema and summary. In total, 7 records were stored in the FAISS database. 

 
Fig. 6. Users asked a question, and output was generated using the dataset information that the 

user requested in the previous stage (dataset category: technology, dataset name: Adoption fac-

tors of digital technologies). Five actual data rows were used, and to guide the model, we also 

fetched the data schema and data summary using programming language and stored them in 

FAISS to guide the explanation generation. 

Some datasets have records in the thousands, which understandably require plenty 

of resources for embedding generation, searching from the vector store, large text gen-

eration models and processing power along with RAM. We applied some filtering to 

utilise our available resources well, such as data chunking. This allows users to fetch 

the whole dataset or a chunk of it based on the date filtering functionalities supported 

by the Greek open data portal. This requires date filters—our code, while fetching the 

data from the Greek open data portal, checks if the data requires date filtering. This 

process can be seen on Figure 7. The next steps remain the same for the prompts, data 

summary, and explanation based on user prompts. However, we have noticed that in 
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our experimental setup, LLAMA 3.1 with fewer parameters, was not able to perform 

authenticated data aggregation as shown in Figure 8 (e.g., there were not 16 columns 

in the dataset). For accurate data aggregations and complex questions, it requires an AI 

agent to perform real-time experiments/coding and execute commands based on user 

prompts to generate and verify the results’ consistency before presenting them to the 

end user. 

 
Figure 7: A more complex scenario with date filtering and a larger dataset. The model was not 

able to preserve the Context information while generating response. See Figure 8. 

 

Question: Give me a statistical summary of the dataset 

Using all 202 rows for context 

=== Answer === 

The dataset contains 200 records, each record has 16 columns. The dataset has 3 unique values for the 

column'referencedate', 74 unique values for the column 'area', and 1304 unique values for the column 

'areaid'. The column 'daytotal' has a mean of 2.005 and a standard deviation of 7.502426743072923. The 
column 'daydiff' has a mean of -0.185 and a standard deviation of 10.544034251246385. The column 

'totalvaccinations' has a mean of 312846.73 and a standard deviation of 504030.015072672. The column 

'totaldistinctpersons' has a mean of 110132.695 and a standard deviation of 172283.73600759776. The 
column 'dailydose1' has a mean of 0.025 and a standard deviation of 0.18587022002856562. The column 

'dailydose2' has a mean of 0.0 and a standard deviation of 0.0. The column 'dailydose3' has a mean of 1.98 

and a standard deviation of 7.461095073680041. 

Fig. 8. Some erroneous values were returned because Model generated the results based on the 

embeddings which are not deterministic most of the time for the tabular data, so it indicated clues 

to move further with the agentic executor chain. However, the model tried to answer in natural 

language 

Experiment with Agentic approach: The embeddings approach is not optimal in 

some scenarios when data size increases drastically. It leads to inaccurate results (as 

shown in Figure 7) because the model is not capable of capturing the whole dataset and 

analyzing it well. However, in this case, LLMs give semantically understandable but 

not deterministic (correct) answers, since for tabular data, accuracy matters more than 

the meaning of the individual features. In this way, we expanded the experiment with 

the help of a Pandas agent from Langchain called “create_pandas_data-

frame_agent7”. This agent uses an LLM as a model and then generates and executes 

code based on the user query, which returns more reliable and accurate results. To 

 
7https://python.langchain.com/api_reference/experimental/agents/langchain_experi-

mental.agents.agent_toolkits.pandas.base.create_pandas_dataframe_agent.html    

https://python.langchain.com/api_reference/experimental/agents/langchain_experimental.agents.agent_toolkits.pandas.base.create_pandas_dataframe_agent.html
https://python.langchain.com/api_reference/experimental/agents/langchain_experimental.agents.agent_toolkits.pandas.base.create_pandas_dataframe_agent.html
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implement the agentic based user interaction with open data functionality, we utilised 

the Langchain agent, LLAMA -llama3-8b-8192; LLM integrated via the Groq API, and 

a code execution environment. The example is given in Figure 9. 

 

 
Fig. 9. Query: “Give me a description of the data” and response from the LLM based on code 

execution or model self-understanding. 

In Figure 9, the user asked in natural language, "Give me a description of the da-

taset." The LLM generated a response by analyzing the dataset under consideration and 

produced the explanation on its own. It is worth noting that the original dataset did not 

contain this explanation when it was fed to the model. The model provided the response 

in a very simple way, explaining each data attribute. This is beneficial for the end-user 

to understand the data and gain insights quickly from real data. 

 
Fig. 10. Query: “How can I find an area with the maximum total distinct persons?” and response 

generated using LLM’s generated code and executed in the backend. 

For proof of concept and validation purposes, we ran the query as demonstrated in 

Figure 10. We found that it returned the same result as the one produced by the Agen-

tExecutor chain. This result is not for the whole dataset, but it applies just for the chunk 

that we had loaded into the environment; incl. 200 instances from the health category 

and the dataset name “Covid-19 vaccination statistics”. At this point, we obtained the 

results based on actual code generated by the LLMs and executed specifically for the 

dataset, which returned more accurate results than the semantic embeddings. This offers 

a benefit in terms of both exploring the dataset and providing an explanation of the 

output. As depicted in Figure 8, it takes queries in natural language, processes data 

using coding generated by LLMs and then provides an output of the code and an LLM-

based summary. With this approach, end-users can easily understand data within the 
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open data portal environment, which is subject to integration within open data portals. 

There are more than one kind of data source and formats published in the open data 

portals, a diverse interaction to open data platforms will benefit the end-users to find 

their motivation within open data. For instance, open data use in the education (school 

level) requires this kind of tool to ask NLP queries within the open data portal to de-

velop interesting open data usage paradigms. Another interesting use could be journal-

ism based on open data; the journalists can utilise this tool to explore the dataset in the 

easiest way possible. 

5 Discussion 

This research highlights the opportunities along with the constraints in using LLMs 

in open data environments. A constraint concerns the technical and semantic interoper-

ability of open data as inconsistencies in formats, schemas, definitions and metadata 

quality along portals may occur, making it difficult to integrate datasets or reuse code 

[12–15]. These issues are exacerbated further when aiming for cross domain ontology 

alignment or even cross-portal access [16]. Another complexity occurs from the pro-

cessing limitations of current LLMs, when operating on large scale tabular data. Models 

like LLaMA 3.1 8B have shown promising results when structured data are used with 

many capabilities such as suggesting analyses, guiding users through datasets and data 

reasoning support at a basic level [17]. However, they are less capable in terms of han-

dling large aggregations, precise calculations or tasks that require deterministic logic. 

This limitation becomes even more evident in high volume datasets, where token limits 

and context compression affect the reliability of the results [18]. In such cases, the so-

lution is not to rely on the LLM’s generation capacity but to combine it with code exe-

cuting agents or intelligent databases [19]. For example, when user queries require sta-

tistical summaries or aggregations over thousands of records an architecture may in-

volve (1) an LLM to generate the code, (2) an agent or a database to execute the code, 

and (3) an LLM to present the results in natural language. 

The issue of scalability [20] is also worth noticing, since, while current setups run 

effectively in limited computer environments, scaling this architecture for production 

within national open data portals will require optimisation of preprocessing pipelines 

and model hosting strategies. Hybrid systems that combine retrieval components and 

external computational tools for heavy lifting may offer useful capabilities. A key take-

away is how open government data APIs can serve as both data sources and interfaces 

for real time experimentation. Bonding the LLMs and coding agents with open data 

APIs brings forward a new mode of interacting with public databases, one that feels 

intuitive and conversational. Rather than sticking to a usual download and analyse cir-

cle, users have the opportunity to interact with live data, posing questions with common 

phrases and receiving personalized answers. This transition opens new possibilities for 

designing open data platforms that are more focused on the experience of its users. An 

assistant that is built into the government data portal could help users explore trends, 

generate charts, or get summaries without necessarily needing to write code or use ex-

ternal tools. For users without a technical background or for users that are not open data 
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experts, this makes open data more approachable while, for others, it creates a faster, 

more intuitive path to insight. Such interaction also allows a scope for real-time feed-

back as responses could be rated or corrected by users, incrementally enhancing the 

system with the help of reinforcement learning. 

In the future this approach may see the development of language models that specialise 

in national datasets. These models could serve as a means for stakeholders, (e.g., citi-

zens, journalists, researchers, etc.) to access public information quickly in ways that 

support transparency, inclusion and decision making. They could be trained or fine-

tuned on local terminology, administrative data, and domain specific language, to be 

even more useful and understandable by the stakeholders. Open data portals already 

offer basic tools for visualisation and download, and this could act as a real-time play-

ground encouraging curiosity, insights generation and more inclusive participation in 

public data and information ecosystems. 

6 Conclusions and future work 

In this research, we looked into how LLMs could be combined with open govern-

ment data systems to support stakeholders in exploring and understanding public open 

datasets. Through a setup that utilises a RAG pipeline, simple coding executing agents 

and publicly available LLMs, we built a system where users can ask questions in plain 

language and receive meaningful insights, without the need of a technical background. 

Thus, this solution lowered the barrier to entry for non-expert users and offered a new 

way to engage with open government data, shifting from static downloads to interac-

tive, real-time exploration. 

While models like LLaMA 3.1 (8B) performed well in terms of conversational 

utility and guidance, they lacked the capability to handle more demanding numerical or 

aggregational tasks. Incorporating code generation agents improved reliability and pre-

cision but challenges remain, especially regarding the interoperability of open data 

schemas, preprocessing efforts, and scalability of the system. 

Looking ahead, an important direction would be the development of a dedicated 

open data LLM model tailored to the Greek open data portal. To move towards this 

direction, it would be important to take into account how the existing datasets are struc-

tured, what kind of information they include, and how much of it can realistically be 

used by a language model. Using a more powerful model, something beyond 7B or 8B 

parameters, with a larger context window, could lead to more accurate and consistent 

results. It would be interesting also to add multimodal capabilities, like generating real-

time visualisations or charts that could make the data more accessible to a wider audi-

ence.  

 Future directions of this research may include dedicated open data LLM develop-

ment for the Greek open data portal, keeping in view the paradigm of LLM model 

working and available datasets, their quality, and the level of information that can be 

fed into the model. It would also be beneficial to use a much bigger model (bigger than 

7B or 8B parameters) to get more accurate results with a much larger context window 

size. One other possibility would be to enhance it through multimodal output 
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generation, like visualisations and charts, to engage a wider audience in the open data 

(e.g., journalism). In the present study, we only used the LLM's RAG functionality, but 

it would be a futuristic enhancement of this project to fine-tune a dedicated model on 

the Greek open data portal and enhance it to much larger datasets, such as datasets from 

the European data portal. 
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