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Optimal countermeasures selection against cyber
attacks: A comprehensive survey on reaction
frameworks
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Abstract—TIt is without doubt that today the volume and sophis-
tication of cyber attacks keeps consistently growing, militating
an endless arm race between attackers and defenders. In this
context, full-fledged frameworks, methodologies, or strategies
that are able to offer optimal or near-optimal reaction in terms of
countermeasure selection, preferably in a fully or semi-automated
way, are of high demand. This is reflected in the literature, which
encompasses a significant number of major works on this topic
spanning over a time period of 5 years, that is, from 2012 to 2016.
The survey at hand has a dual aim, namely: first, to critically
analyze all the pertinent works in this field, and second to offer
an in-depth discussion and side-by-side comparison among them
based on 7 common criteria. Also, a quite extensive discussion
is offered to highlight on the shortcomings and future research
challenges and directions in this timely area.

Index Terms—Cyber attack countermeasures, Security
assessment, Intrusion Prevention and Response systems, Decision
support systems, Optimal countermeasure strategy, Dynami
reaction selection.
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Battling dgainst intrusive incidents occurring in a network
frastructure is a challenging task due to several parameters,
ing the attacker’s level of expertise the variety and

number and diversity of zero-day vulnerabilities, the robust-
ness of the deployed Intrusion Detection Systems (IDS), etc.
[5]-[8]. Security administrators bare the burden of dealing
with such demanding tasks, and most of the time, they have
to manually react against intrusions while having security
budget constraints and a strict reaction time frame. Putting it
another way, security administrators often face multi-criteria
decision making (MCDM) problems that have to be solved in
a timely and cost-effective manner [9]. Also, by taking into
consideration other fundamental parameters of the problem,
one can safely argue that it is almost infeasible for a human
to appropriately deal with all these requirements. As a result,
efficient fully or semi-automated decision support systems are
needed to address the resource bottleneck by human operators
and security officials [10].

Until now, several works in the literature propose cost-
benefit quantitative approaches in applying optimal counter-
measure strategies. At a high level, all these contributions
share a common goal; they define an optimal set of coun-
termeasures to counteract cyber attacks. In this direction, a
plethora of methodologies have been introduced by incorpo-
rating a diversity of fundamental notions. More specifically,
as detailed in the following sections, cyber attack modeling
methodologies such as Attack Graphs (AGs), Attack Trees
(ATs) [11] and other graphical structures are used to accu-
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rately portray the interconnections and possible dependencies
among the various network assets. In particular, ATs aim
to formally represent the security states of a system and to
visualize the different ways in which it can be attacked using
a tree structure. On the other hand, AGs combine information
pertaining to network topology and possible vulnerabilities and
exploits, with the aim of providing a visual representation of
the attack paths that a potential aggressor could traverse in an
effort to reach a specific network target. Alongside with these
graphical representations, several probabilistic models have
been used to describe the system’s security state transitions,
which constitute the actual search space of the problem.
To do so, several optimization algorithms and quantitative
risk assessment methods have been recruited, and combined
together, to deliver competent solutions able to provide optimal
sets of countermeasures regarding the system’s security states.
In a nutshell, the works presented in the literature can be
divided into two major categories, namely static and dynamic
reaction systems. The former are used to proactively secure
a monitored system, while the latter are destined to operate
reactively upon the occurrence of an attack incident [12].
The numerous solutions and their diverse above-mentioned
characteristics spur us on to provide a comprehensive analysis
of the pertinent literature and present the state-of-the-art
frameworks in this ecosystem. Specifically, to the best of our
knowledge, this is the first survey to focus on works w
aim to provide countermeasure recommendations as a resuli
of automated processes driven by quantitative security metrics
By going through the literature, we identified across all works
7 common basic qualitative features (detailed in Subsection
II1-B) and used them as the basis for comparing the capabilities
of the proposed frameworks. The goal of our analysis is
to identify the pros and cons of ented works and
ular field. That
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of ICT domains. Igis also worth underlining that although
there exist other surveys in the area [16]-[18], they are mostly
outdated and their focus is on the implementation aspect of
the solutions rather than on the components used as a basis for
their deployment. That is, our analysis emphatically focuses
on the methods and theories applied fundamentally on the
background of such solutions. Additionally, as already pointed
out, we provide a side-by-side comparison of the reviewed
contributions based on 7 key criteria as identified throughout
the analysis of the various works.

The rest of the paper is organized as follows. The next
section presents background information needed to introduce
the reader in the field. An in-depth overview of the problem
and the qualitative features used to compare the various works
are given in Section III. A detailed description, analysis, and
comparison among the works gathered from the literature is
included in Section IV. The last but one Section provides a
discussion on the research challenges in the field and offers

nologies, strategies,
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integrity,
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stem vulnerabilities, security policy
security gaps, attackers are able to get
stems and confidential information,
availability of services and cause
financial losses to netwo d service providers. As already
pointed out, dealing againgt offensive incidents is a particularly
ifficult task because of the dynamic nature of ICT systems,
of the attack surface, and the diversity of attack vectors

ei’vulnerabilities are reported on a daily basis,

ight of those threats, the scientific community and the
industry strive to find ways to increase the robustness
of cyber defense solutions. According to NATO Cooperative
Cyber Defence Centre of Excellence, the term “cyber defense”
can be defined as “a proactive measure for detecting or
obtaining information as to a cyber intrusion, cyber attack,
or impending cyber operation or for determining the origin of
an operation that involves launching a preemptive, preventive,
or cyber counter-operation against the source” [20]. As illus-
trated in Fig. 1, the previous definition can be conceptualized
as a cyber defense cycle, consisting of four constituents,
namely Prevention, Detection, Reaction and Forensics. These
building blocks are strongly connected, as each of them feeds
the next one in the cycle.
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Fig. 1: Cycle of cyber defense
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A. Prevention

The prevention phase is in charge of continuously moni-
toring the system aiming at discovering any vulnerability or
misconfiguration within it. Once a weakness is found, violating
security policies or increasing the risk level of the system,
appropriate actions must be taken so as to patch it.

In this stage, different defense methodologies and tools may
be applied. For instance, firewalls (FWs) are used to analyze
packet contents and to enforce security access policies and
logging in a centralized manner [21], [22]. Access Control
Systems (ACS) manage user privileges regarding the access
to specific assets within an organization [23]. Also, the use of
Intrusion Prevention Systems (IPSs) is essential, since they are
able to actively analyze network traffic flows, taking automated
actions to prevent vulnerability exploits [24], [25]. Last but
not least, Risk Assessment techniques [26], [27] combined
with vulnerability scanning [28] represent powerful means
to enumerate potential threats against the system, identify
potential flaws, and assess its security risk level.

Yet, even in an ideal scenario, it would be unrealistic to
consider the monitored system completely protected against
any possible cyber attack. This observation relies on the fact
that preventive strategies can never reach a 100% level of ac-
curacy, due to potential misconfiguration recklessly provoked
by human administrators and to the fact that software scan
procedures are prone to errors [29]. Moreover, the task
minimizing the attack surface is extremely hard, due to t
size and complexity of the modern networks [30]. Considering
also the presence of possible zero-day exploits and unknown
vulnerabilities, it is clear that this phase is not a panacea
towards defending the system.

B. Detection

Assuming that the system i

every intrusive incident that entails the
ability or rmsconﬁguratlon Any detecte
is typically logg

security infofmation and event
The latter stores events stem-
nd uses filtering, aggregation,
distinguish between malicious

pproach to perform the detection
. There is a wide spectrum of IDS,
which can be classi based on two main features, namely the
placement of the defection entity (or sensor) and the detection
method used. For the first feature, we distinguish:

e Network IDS - It is placed in strategic points of the
network, monitoring all the traffic exchanged among the
devices [32], [33];

e Host-based IDS - It runs on individual hosts within the
network, monitoring the inbound and outbound traffic for
these specific devices [34].

For the detection method, we distinguish:

o Signature-based IDS - It performs the detection matching
of the incoming traffic using specific predetermined rules
or patterns [32], [33];

o Anomaly-based IDS - It compares a model of normal
behavior against the incoming traffic in order to find
anomalies [35], [36].

In addition, a new FW technology is increasing its impor-
tance in the market. Precisely, Next-Generation FW [37] is a
network security system which combi capabilities of
a traditional FW with other functionality, including antivirus

move far beyond the usua
inspection and blocking to a say, dee
inspection, and thus bring intelligence from

Once an intrusi

the impact of this event 0
This phase is tasked wit

e selectiorf of the appropriate set of countermeasures, which
ust be taken for the sake of blocking the ongomg malicious

between countermeasure cost (considering both economic
expenses and impact on the system) and effectiveness in
eradicating the attack.

In the literature, there is not a commonly agreed understand-
ing on the meaning of countermeasure. ISO/IEC 27002:2005
defines countermeasure (a synonym of control or safeguard)
as “control means of managing risk, including policies, pro-
cedures, guidelines, practices or organizational structures,
which can be of administrative, technical, management, or
legal nature.” [39]. Since risk management covers the entire
life cycle of the cyber defense, adopting the aforementioned
definition a countermeasure can be found in more than one
component in the cyber defense cycle. That is, it can be
associated to the reaction block for its ability to mitigate or
eliminate attacks, and to the prevention one, as it can prevent
them from happening. To resolve this ambiguity, in the context
of this work, we shall refer to a static countermeasure, to
indicate its preventive aspect, and to a dynamic one, to indicate
its reactive capabilities.

A possible way to react is via the use of Intrusion Response
Systems (IRSs), as they are IDSs capable of counteracting
suspicious activities. Although intrusion response components
are often integrated with the detection ones, they have received
considerably less attention than IDS research. This discrepancy
is mainly due to the challenges that an automated response
poses, such as its adaptability to dynamic environments or
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the complexity of the solution [40], [41]. Recently, significant
effort has been put to provide commercial SIEMs with au-
tomated response capabilities [42], [43]. The main problem
however is that the characteristics of these capabilities typi-
cally depend on the organization in which they are deployed;
this mostly makes the reaction strategy unique to each possible
scenario.

Recovery on the other hand aims at repairing the system
and bringing it back to a safe state. This however entails the
evaluation of the impact of the corresponding countermeasure
[44]. This means that while the enforcement of the counter-
measure must be done rapidly, its design, implementation, and
maintenance introduce costs which should be also carefully
considered [45]. For short-term reaction, say, blocking the
incoming traffic on a specific port or redirecting the traffic of
a specific source IP address, the invoked action can be easily
removed reverting its effects, and thus restoring the system to
a previous safe state . On the downside, for long-term reaction,
say, patch an exploited vulnerability or add a security control
in the FW, the implemented measure must be maintained for a
long period, becoming in this way part of the security policy.
In this case, information about the attack and the undertaken
actions have to be shared with the other constituents of the
cyber defense cycle.

D. Forensics

When the attack has been eradicated and the system ha
been healed, the forensics phase is in charge of analyzing
the actions recorded in the log files of the system as those
created by the previous phases. This would allow the interested
parties to tell what went wrong and_ebtain, feedback on how
re. To achieve
nd analyze a great

8 of attacks [46].

ompanies worldw1de can share
attacks and the used remedia-

er-threat intelligence, in which
ne consumers and producers of

¢ PROBLEM STATEMENT

As already pointed out, the goal of any reactive system
(which is the focus of this work) is to assist the security ad-
ministrators in the decision making for counteracting possible
security incidents. Aiming at providing a holistic view of the
problem, this section elaborates on the core ingredients of a
Countermeasure Strategy, while at the same time underlines
the most important features included in the various surveyed
studies.

A. Countermeasure strategy

Current information systems contain a plethora of assets
along with the associated security controls which aim to ensure
a specific level of security for each of them. The volume of
information produced by these controls is the baseline that has
to be used for building a robust defense strategy, but at the
same time, it represents also a problem by itself given its huge
size.

In this context, security administrat;
security issues, including multiste
type of attacks (or polymorphic
distributed and heterogeneou
etc. Moreover, they have to
straints that may preclude them frfém implem
hardening measures @r even those that provi
hopefully cover th majority of weaknesses.
their decision
in any reacti

to face many
ew and sophisticated
1), asset exposures,

optimal trade-off between the
a specific countermeasure and the
f the system, also known as system
]. In the context of this paper, we
strategy as follows.

overall security
administrator dilem
define the term counte

Definition. [CountermeaSure Strategy] A generic set of
hodologles procedures, and processes that aim at reacting
incidents in a given system and eradicate them.

Section IV, so far, many approaches have
n presented in the literature to address the problem of find-
g the optimal combination of security and cost parameters
order to achieve the optimal collection of countermeasures.
B@ased on our analysis, Fig. 2 shows the basic components of
acountermeasure strategy. We define them as follows:

o Monitored system: the physical system to be protected;
from this system, core information is extracted, including
network topology and asset configuration.

o Detection tools: collection of tools that send all events
happening within the monitored system to the appropriate
controls of the countermeasure strategy. Such events
include intrusion alerts, software updates, hardware in-
stallations, and so on. Examples of these tools are IDS,
Antiviruses (AVs) and FWs.

o Countermeasure knowledge: initial raw knowledge about
the reaction steps which must be triggered to cope with
security issues. As detailed in Sections V-B and V-C,
this knowledge is acquired from external sourcesand the
security administrator, and is typically represented in
heterogeneous formats. Few examples of such ilk of
countermeasures are “close TCP/UDP ports”, “redirect
incoming traffic”, “apply a patch”, etc

o Vulnerability reports: it represents knowledge on the
vulnerabilities. The sources of this information are the
expertise of the system administrators, the public avail-
able databases, such as CVE [50], and the open threat
sharing networks [47].

o System model: given the information gathered from the
monitored system, such as network topology and config-
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Fig. 2: An abstract view of countermeasure strategy ar ure.

uration, a model which synthesizes these pieces of
is createdto report the core parameters which will
used for further analysis. This model uses architectu
description languages, like ArchiMate [51], to conceptu-
ally model the structure, behavior, and components of the
system [52].

o Atomic countermeasure options: given the raw knowledge
about the remediation steps, rep ed in the counter-

actions: in this
puntermeasure

ponent, the selection of the
s conducted, balancing the ex-
he security level of the system

selected actionsibut also the possible negative impact due
to their enforcement, including the possible availability
decrease for one or more services. Therefore, for a
specific attack, a set of possible countermeasures are an-
alyzed and ranked, trying to maximize their effectiveness
and to minimize their cost.

o Predict rewards: depending on the selections done by the
previous component, a calculation of the produced secu-
rity and economic benefit is performed and forwarded to
the system administrator.

o Model attacker decisions: based on the choice of the

are modified reflecting this choice.

o List of recommended actions/expected reward: based on
the selection made by the decision support system, a
ist of countermeasures is prepared to be presented to
the system administrator. This report must include the
expected revenue derived from the implementation of the
selected countermeasures, such as an improvement of the
overall risk level of the system or an economic reward
due to the attack blocking.

« System operator decision: by getting the previous list and
associated data, the administrator may decide to imple-
ment the reaction procedure on the monitored system,
and update the configuration on the previous models (i.e.,
system and threat models).

It can be safely argued that the presence of the aforemen-
tioned components in the above abstract strategy is expected
to result in more accurate and efficient countermeasures. This
is basically because the different components can offer a
modularized but holistic view of the problem and provide
the correct kind and amount of information for aiding the
administrator to decide optimally on an appropriate reaction
plan. In this vision of the countermeasure strategy, the role
of security administrators is of major importance. This view
relies on the fact that the administrator not only has a deep
knowledge of the particular system but also the responsibility
and the privileges to take an important decision. Moreover,
the administrators usually manage system hardening proce-
dures with budget limitations, hence they need to balance the
trade-off between impact and cost of the countermeasure’s
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enforcement and system security level. This procedure is
twofold; on the one hand, it represents the actions which will
be implemented on the system. On the other, it represents
an important feedback for the decision support system. This
learning process for the decision support system is crucial,
since this component has to provide a decision on which action
must be implemented on the system maximizing the reward.

B. Features for comparison of works

So far, numerous works have been proposed in the literature
dealing with a countermeasure strategy [53], [54]. Most of
them share a common ground but also exhibit significantly
different features in terms of the adopted system representation
and countermeasure derivation methodologies. To this end,
after analyzing the various works, we have identified the
following 7 features that can be used as a basis for our
analysis. Note however that the scope of countermeasures
selection is moderately wide. Hence, it is unlikely to find
solutions that simultaneously address all the posed challenges
of the field, while the process of extracting the necessary
information to enable a foolproof comparison proved to be
demanding. The aforementioned challenges led us to conclude
to the following comparison features:

« Attack modeling

« Countermeasures provision techniques
o Outcomes assessment

« Type of reaction

« Used standards

« Automation level

o Performance

It has to be mention that we treat the aforementioned
features as having an equivalent ina weight. That is,
since each work may have diffe stics and it may
have been evaluated in a spe t, we preferred
not to assign diverse (unéqua eig
identified features, as this could bid
analysis. To this end, Section IV-N
comparison of the various works analy
survey based on_these.cquivalent features.

a comprehensive
as gpart of this

¥ formal represen-
sible attacker’s actions focusing
pnfigurations which are present
edge about the possible attack
malefactors. That is, via these
< the most probable paths that

highlighting on thej#"advantages and drawbacks.

Attack Graph (AG): This technique is widely used in
the literature for modeling cyber attacks [56]. Its popularity is
due to its ability to synthesize several system-related aspects
to construct a complete representation of the infrastructure
intended to be protected. AGs combine information about
the network topology, possible vulnerabilities, and exploits
appearing on the assets of the network, aiming to provide a
visual representation of attack paths that an attacker could
traverse in an effort to reach specific network targets. In other

vulnerability on
ftp service (0,1)

Ftp connection (0,1) shell connection (0)

ftp remote

access (0,1) R
remote

hell (1
Trust shell (1,0)

relationship (1,0)

Remote shell
login (0,1)

shell access (1)

Local buffer
overflow (0,1)

Root access (1)

the vulnerability dependencies in a
possible states. The states of the
network are represented
represent the interconnec,

e necessary actions removing or remediating
odes and/dr edges that threaten the network assets. Fig. 3
picts an AG describing a possible File Transfer Protocol
buffer overflow attack carried on asset 1.

is technique poses limitations as well. Discovering all the
dependencies in a network cannot be considered an easy task,
thus inefficiencies may appear. Moreover, a known limitation
is the scalability of the graphs [56]. As the size of the net-
work increases, an AG becomes bulky since the dependencies
among the nodes are numerous. As a result, the defender faces
difficulties in understanding and analyzing the graph. Several
tools are available to create AGs such as NetSPA [57] and
Mul VAL [58].

Bayesian Attack Graph (BAG) [59] can be considered as
an extension to legacy AGs. Specifically, this type of AGs
introduces probabilities on the edges for modeling the un-
certainty in the state transitions. In the example depicted in
Fig. 4, the vulnerabilities discovered in a system are marked
with likelihood values on the edges, representing the overall
probability for an external attacker to exploit them. Then,
the score for the final goal is computed considering the
possible combinations of the previous conditions, which in
the example are presented in disjunction. In this way, BAGs
are able to take into account the likelihood of exploitation for
a certain vulnerability with finer granularity. On the downside,
this technique inherits the limitations of AGs, adding also
the computation and assignment of the probabilities as extra
parameters, which in turn augments the overall complexity.

Attack Tree (AT): ATs introduced in [11] aim to formally
represent the security states of a system and to visualize
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Fig. 4: Bayesian attack graph showing ftp and ssh buffer
overflow attacks with an OR condition on the target node

the different ways in which it can be attacked. The root
of the tree represents the attacker’s ultimate goal, while its
leafs correspond to the entry points for the attacker. The
intermediate nodes are the attacker’s sub-goals which are
connected with AND/OR conditions. These conditions create
multiple paths that connect the leafs of the tree with the root.
An example of AT is shown in Fig. 5, where SSH and
buffer overflow attacks are connected with an OR conditi
on the root node. In the AT representation, the nodes usuall
include also values (either continuous or nominal) to describe
the attack paths in a more detailed way. The attack likelihood,
the financial cost of exploitation, time, and the cost of defense
resources are just some examples of node values. Using these

ge and complex
een. the oot
opologies,

prk assets and the

only one security
s to several new interconnected
on in the search problem. In
1e root can represent only one
o say that several trees may be
olistic security overview of an
gsult in a forest of ATs.

Among others, 1ons of ATs are Attack Countermea-
sure Tree (ACT) [60], Attack Response Tree (ART) [61], and
Attack Defense Tree (ADT) [62]. These techniques enable
particular features keeping the same tree representation. In
particular, the ACT formalism uses a non-state-space approach
to represent attack, detection, and mitigation events on the
same tree structure. These concepts are depicted in Fig. 7a,
where the possible steps of an attacker to reset a BGP session
are represented using ACT formalism. ARTSs use a state-space
model (partially observable stochastic game model [63]) to
find the optimal set of countermeasure, including both attacks

needed in ord
infrastructure.
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Fig. 5: Attack tree showing ftp}d ssh buffe
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Server
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User
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Connected

Fig. 6: Attack Defense Tree

and responses on the same tree. In this regard, Fig. 7b shows
an example of ART to visualize a possible attack against a web
service. Lastly, ADT is a node-labeled rooted tree describing
the actions an attacker can take to attack a system and the
defenses that a defender can employ to protect it. Fig. 6
illustrates an instance of ADT for a possible attack against
a server. Note that the node labeled as “Firewall” represents a
defense action against the attack node “Outsider Attack”.

Service Dependency Graph (SDG): These are depen-
dency graphs which represent the relationships among multiple
services in a system [64]. To exemplify this situation, Fig. 8
shows the interdepencies for a web mail service. The relation-
ships are defined as privileges, which have been granted to the
dependent service from the antecedent one. The dependencies
can reveal how a dependent service can be affected in terms
of confidentiality, integrity, and availability, if a related service
faces an intrusive incident [65]. However, identifying and
representing the interdependences of all the services in an
infrastructure can be proved a cumbersome task, which in turn
can lead to inefficiencies.

Markov Decision Process (MDP): This technique pro-
vides a mathematical methodology to model decision making
in situations where outcomes are not totally under the control
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g. 9 an example of MDP is
is represented using two states
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However, identifying all the possible states and actions in a
system represents a difficult task mainly due to the complexity
of the modern networks.

The Markov models are often used alongside the other
three attack modeling techniques in order to statistically assign
probabilities to the paths on the graph. With this probabilistic
analysis, the defender can become aware of the most probable
paths that an attacker could follow [68].

Among others, extensions of MDP are Competitive Markov
Decision Process (CMDP) [69] and Partially Observable

rocess with two states V)smble

(POMDP) [70], in which Markov
o represent different situations. More
sed to model the system states as a
etitors are the adversary and
increase their profit. POMDP
when the states of the system are

stochastic game whe
the defender who both
on the other hand is appli
t entirely observable.

ave been summarized. The reader should keep
mind that the extended representations (i.e., those marked
) inherit the characteristics of the main model or try to
ess the limitations found in the main representations.

2) Countermeasure provision techniques: The ultimate goal
of the countermeasure strategies is to come up with the optimal
countermeasure or a set of them depending on the events
occurring in the system and its current security state. To this
end, a methodology needs to take into consideration several
metrics and balance the trade-off among them in order to
conclude to the optimal solution that achieves the desired level
of asset protection with respect to the protection cost.

A metric can be defined as “the assignment of a value to the
characteristics of an object or event, which, in this manner, can
be compared with other objects or events” [72]. Metrics such
as the attack cost, defense implementation cost, attack impact,
operational cost, and others are only some examples of factors
that can be used for defining the optimal solution [73].

For finding the optimal solution, some methodologies con-
sider also statistical-based optimization techniques for opti-
mizing and calibrating metric functions. In this context, both
single objective optimization problem (SOOP) and multiple
objective optimization problem (MOOP) [74] have been pro-
posed to support the decision making in identifying the optimal
countermeasures.

In this direction, until now, several methodologies have been
recruited. Evolutionary computing techniques, i.e., Genetic Al-
gorithms (GAs) [75], have been used in constructing solutions
using in their fitness functions synthesized metrics for tuning
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TABLE I: Overview of the presented attack modeling techniques with a focus on strengths and weaknesses

Attack Representation Strengths

Weaknesses

v/ Holistic view of the system

Attack Graph [56] v’ Visual representation of possible attack paths

X State explosion for complex network
X Probabilities and defense points are not represented

AN

> Bayesian Attack Graph [59]

Likelihood on the edges to model uncertainties

X Extra computation for the probabilities calculation
and assignment

AND/OR conditions
Absence of defense nodes

Attack Tree [11]

Formal representation of the system states
Visual illustration of possible attacker paths using

X Numerous paths between le
X Forest of trees to protect

N SNy

> Attack Countermeasure Tree [60] tree structure

Attack, detection, and mitigation events on the same

v/ State-space model, including attacks and responses

> Attack Response Tree [61] on the tree

v~ Improvements of the tree structure though defense
point and countermeasure representation

> Attack Defense Tree [71]

v Visual representation of interdependencies betwees

services

Service Dependancy Graph [64] v/ Quantitative attack impact assessment using CIA

dentificat

of service dependencies requires huge
effort fro i

urity expert

n with an attacker-centric representation is

attributes to model possible attack decisions
. .. . gsion for complex systems
v Representation of decision making process soffoside v?/ith oyther attack modelin
Markov Decision Process [66] v Concepts of state, reward, and action g g

v/~ System states modeled as a

> Competitive Markov Decision Pro- attacker and defender

cess [69]

ic game between

X Computation of the attacker and defender steps aug-
ments the problem complexity

> Partially Observable Markov De- v Representation of unobservable
cision Process [70]

nteraction with the environment to receive informa-
tion on unobservable states increases the complexity

each other to
the competitive

solution avoiding in local sub-optimal regions.

Generally, when fa€ing an MDP, the Bellman’s optimization
method is usually applied in order to solve it with dynamic
programming [79]. Bellman equation solves discrete-time
problems regarding the optimal control theory. This is done
by optimizing iteratively the objective function and keeping
track of the changes. However, other researchers prefer to
use heuristic implementations for countermeasure selection’s
algorithms which best fit to their needs.

3) Outcomes assessment: In the context of this work, we
consider the evaluation of the surveyed systems with regards to

outcome, that is, providing countermeasures, as a critical
feature in our analysis. To assess the results produced by the
analyzed works, we extract two commonly used characteris-
tics regarding the outcome assessment, namely ftestbed and
admin’s role.

Testbed: In the context of the reaction strategies, the
testing environment plays a significant role, because it directly
refers to the applicability of the proposed solution. In this
survey, we refer to the used testbed, using the terms simulated,
emulated, and real.

Admin’s role: As already stated, the role of the system
administrator is central to our vision of automated reaction
strategy. Specifically, based on the surveyed works, we identify
two distinct roles for the system administrator:

o Tuning - The administrator is tasked with setting the
goals, objectives and metrics, which are subsequently
used by the countermeasure system.

o Feedback - The administrator assesses the outcomes of
the countermeasure system, selects the optimal solution,
and provides feedback to it.

According to the literature, both the aforementioned tasks
can be benefited from the use of reinforcement learning [80].
4) Type of reaction: Reaction to security incidents can be
achieved by following two main approaches, namely static
and dynamic. As static approaches we perceive those which
are capable of acting proactively against security incidents,
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TABLE II: Standardization attempts for security automation

Category [ Acronym Name Description

e o Provides a reference method for publicly known vulnerabilities and exposures.

Vulnerability CVE [50] Common Vulnerabilities and Exposures It is available in several format, such as CVRF, XML and HTML
management CVREF [81] Common Vulnerability Report Format XMLtbased language lhgt enable§ dlfferent' stakehqlder§ across different
organizations to share critical security-related information in a single format
. L U.S. government repository of standards based vulnerability management data
NVD [82] National Vulnerability Database represented using SCAP. It can be accessed using JSON, XML or RSS feeds
OVAL [83] Open Vulnerability and Assessment Language XML-based Information security community effort to standardize how to

assess and report upon the machine state of a computer system

Provides unique identifiers to system configuratior es for facilitating fast

Configuration | CCE [84] Common Configuration Enumeration and accurate correlation of configuration data a le info sources. It
management is available in XML and Excel format
CCSS [85] Common Configuration Scoring System Set of measures of the severity of the soft security configuration issues
Standardized XML-based method for and identifying class of
Asset CPE [86] Common Platform Enumeration application, operating systems, and s present in enterprise’s
management computing assets
ASR [87] Asset Summary Report XSD data model to express the tran information about
one or more set of assets
Provides a common language to discuss, find and dea e causes of
CWE [88] Common Weakness Enumeration software security vulnggabilities as they are found in code system
Software architecture. It is avg n several format, including CSV, d HTML
assurance CWSS [89] Common Weakness Scoring System Provides a mec m for prioritizing software weakness a consistent,
flexible and ¢
CMSS [90] Common Misuse Scoring System Set of mea of software feature misuse (trus.l assumptions
atures abused to violate security)
CWRAF [91] Common Weakness Risk Analysis Framework . umeration (CWE) project. It provides a
oring software weaknesses
Attack . . . e catalog of common attack patterns classified in an
{axonomy CAPEC [92] Common Attack Pattern Enumeration and Classification intuitive manner. acquired in XML and CSV format
L. L. . Suite of XML-base: jation specifications that enables automation and
iefl(—)[;:lirit:)?ln CRE [93] Common Remediation Enumeration enhanced correlation o ation activities
L . XML dictionary with add about each CRE, including references to
ERI [94] Extended Remediation Information CPE. CVE, and CCE
I . Using XML schema, it defifes data formats and exchange procedures for
dntruS{on IDMEF [95] Intrusion Detection Message Exchange Fo sharing information of interest to IDS/IPS and to the management systems
etection that may need to interact with them
TMSAD [96] Trust Model for Security Automation Data on trust quel that can be applied to XML specification within security

Cyber threat

information ML schema that allows the description of the technical
sharing and OpenlOC [97] Open Indicator Of Compromise that identify a known threat, an attacker’s methodology, or other
analysis compromisation
. . Collaborative community-driven effort to define and develop a language to
STIX [98] Structured Threat Information eXpression represent structured threat information. It is based on XML schemes
TAXII [99] Trusted Automated eXchange of Indicator Informatio pen t‘ransporl‘mechanism that standardizes the automated exchange of cyber
threat information
Standardized XML-based language for encoding and communicating high-
CybOX [100] fidelity information about cyber observables, that are noticeable events or
properties in the operational cyber realm
Security XCCDF [101] Checklist Description Format XML-based specification language to write security checklists, benchmarks
benchmark and related documents
Incident I?eﬁnes a data representation that provides a fraAmeworAk for sharing informa-
management IODEF [102] tion commonly exchanged by Computer Security Incident Response Teams
(CSIRTs) about computer security incidents
Malware Slar}dardized language for encoding apd communicating h'igh-ﬁde'lity infor-
management MAEC [103] Malware Attribute B and Characterization mation about malware based upon attributes such as behaviors, artifacts, and

attack patterns. It is available in XSD and HTML format

h are able to react upon the
se methods differ in the intent,

cyber threats.
i them, and their outcome from

red to imple

s mainly with security risk assess-
ment [26], which sents the process to identify potential
security risks that gnay reside in an ICT system. It begins
with the identification of the system characteristics, including
weaknesses and exposures, and potential threat sources. The
accurate estimation of the amount of risk per asset in the
system is a effortful task, and often this judgment is driven by
the administrator’s subjective belief. This estimation could be
useful to locate weak spots during the system design phase, but
also proactively, via the use of penetration testing tools [104].
The main limitation of this approach is the lack of a dynamic
model capable to follow the flow of events of a potential

attacker who could try to exploit system’s vulnerabilities. In
such a scenario, countermeasures must be taken on-the-fly, in
order to limit if not eradicate the intrusion efficiently.
Dynamic reaction: It is concerned with the system
response capabilities to a possible ongoing attack. In this
case, a deep knowledge of the system vulnerabilities, together
with the evaluation of attacker’s skills and response time
are pivotal factors. Due to its features, this approach covers
the limitation of the static one, making more effective the
countermeasure selection. On the downside, it requires more
computational power. Considering all the parameters which
must be taken into account, the task to identify the optimal set
of actions for dynamically blocking an advancing intrusion is
hard. The probability of the attack paths, the countermeasure’s
effectiveness as well as their cost are just few examples of the
parameters whose computation has to be done in real-time.
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5) Use of standards: For conducting a quantitative analysis
of the adopted reaction strategy, one needs to use security
metrics, which can measure network security in an objective
and cross-platform manner. In computer and network security,
a plethora of metrics has been proposed, with the goal of cap-
turing different aspects, including attacks, intruders, network
topologies, costs, and vulnerabilities metrics [73].

Nevertheless, to be effective, a metric should belong to
a highly shared and used measurement system. The vari-
ous standards help in addressing this problem. The use of
standards allows the comparison among published works and
solutions, giving quantitative and qualitative measurement of
their effectiveness. In the context of this survey, we concentrate
on the standards reported in TABLE II.

CVSS: The Common Vulnerability Scoring System
(CVSS) is an open framework for communicating the charac-
teristics and severity of software vulnerabilities [105]. In the
recent years, CVSS has become the de facto standard, adopted
from the research community to measure the effectiveness of
the proposed works dealing with vulnerabilities’ impacts and
scores [106], [107].

Moreover, great effort has been put to standardize the
information flow regarding security threats intending to help
enterprises worldwide to use common means of fighting
against them. Many of the cited standardization attempts
in TABLE II are part of the Security Content Automa
Protocol (SCAP) [108], which is maintened by NIST, af
MITRE corporation [109]. This source database duality some
times results in redundancies in the standards. For instance,
regarding the “cyber threat information sharing and analysis”
category, both TMSAD [96] and TAXII [99] aim to create a
trust model to exchange information in the field of security
automation.

6) Automation level:
pecially for large network tg

pr performs the tasks concern-
including monitoring the state
e appropriate action to perform

o Semi-Automaté he system generates a ranked list of
decision optiop8 based on specific criteria. The system
administrator can select one of them, thus giving a
feedback used to calibrate the future system decisions.

o Fully Automated - The system selects the best option to
implement and directly enforces it based on predefined
directives given by the administrator.

As observed, the concept of automation is strictly connected
to the role of the system administrator. That is, their partici-
pation in the countermeasure strategy is a core parameter, not
only due to their expertise and privileges, which could lead

to a better solution, but also because they have to deal with a
specific economic budget.

7) Performance: Few will oppose that performance is of
great importance in any countermeasure strategy.. This means
that quality metrics [111] must be considered when a big
project has to be developed. In others words, the reaction plan
needs to take into account some inherent limitations of the
existing devices in the system. For example in an Internet
of Things (IoT) network topology, the ious devices are
generally resource-constrained [112].

From the analysis of the surv
that the performance factors
implementation of the counte
time complexity, and response .

Scalability: Tt is one of the most desiral
a network, system

works, we concluded
gly influence the

volumes of work gracefully, and
ent [113]. In Section IV, we

on the response
increases. We classi
in the following set: {L
Time complexity' It

the counfermeasure set, number of nodes, etc.) increases.
is factor is estimated using the same scale of three values
t in Scalability.

Response time: This third factor can be defined as the
elapsed time that a computer system takes to respond to a given
input. In Section IV, we define this factor as the ability of the
examined solutions to provide a reaction in an acceptable time
frame in the context of dynamic reaction. To estimate response
time we rely on the following scale: {Fast, Average, Slow}.

IV. SURVEY OF WORKS

This Section contains a detailed survey of the current major
works on the cyber attack countermeasure strategies ecosys-
tem. The survey is given in chronological order with oldest
proposals first. For each work, we first provide a succinct
description, followed by a constructive analysis of its features.

A. Dewri et al. [115]

Descriprion: The authors in [115] introduce an evolu-
tionary technique for defining an optimal defense strategy.
They conduct a cost-benefit analysis to determine the optimal
defense strategies that have to be taken against dynamically
changing attack endeavors by maximizing the Return-On-
Investment (ROI) index. ATs are chosen as the modeling tech-
nique to describe the dependencies among the security states
of the protected system. The AT induction methodology used
here was firstly introduced in [49]. The authors developed their
own solution in which the tree induction process considers
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as input an initial vulnerability table, the network topology,
and online vulnerability exposure databases, namely BugTraq
[116], CERT/CC [117], and NetCat [118].

Specifically, the first is an electronic mailing list dedicated to
issues about computer security such as vulnerabilities, vendor
security-related announcements, methods of exploitation, and
possible remedies [116]. The second is the coordination center
of the computer emergency response team (CERT) for the
Software Engineering Institute (SEI), which researches soft-
ware bugs that impact software and internet security [117].
The latter is a computer networking utility for reading from
and writing to network connections using TCP or UDP. It is
also used as a vulnerability scanner during penetration testing
[118].

The evolutionary process is based on the non-dominated
sorting GA NSGA-II [119]. This algorithm is suitable for
applying multi-objective optimization, while sustaining the
diversity of the solutions to a high level. The defense and
attack strategies are modeled as binary vectors that represent
the leafs of the AT. The binary values for a defense strategy
signify whether a defense measure is enabled on a leaf (value =
1) or the leaf is unprotected (value = 0). From the adversary’s
point of view, if a leaf is chosen in an attack strategy, then
the corresponding value is 1, otherwise 0. The GA generates
defense and attack strategies, while fitness functions are used
to infer on the superior strategies.

To conduct a quantitative assessment of the problem, the at
thors adopt the Butler’s multi-attribute risk assessment frame
work [120], [121]. They introduce several complex metrics
which are based on different types of individual metrics like
the installation and operation cost of a defense (monetary
metrics), system downtime (time), la alty (severity), and
others. In total, authors define the i etrics:

« Potential Damage of an a
» Residual Damage (RD,

« Total Security Control Cost
« Damage Inflicted (DI)

« Attack Strategy Cost (ASC)
» Breach Loss (BL)

the tree, an auggented AT is built.
onds to a normal AT which also
ation to every attribute.

nd then evaluate their solution
g 4 problems: SOOP, MOOP,
ization problem, and Attacker-
goblem. For the first problem, they
define a weighted tion that minimizes RD and SCC
metrics based on thg”selection of a boolean vector of possible
security controls. For the second problem, the multi-objective
strategy aims to minimize several metrics individually, thus the
computed solution is more reliable considering the correlation
of several parameters. For the third problem, the authors
conduct a fault tolerance analysis, where they try to define
the most robust defense solution, that is, a solution that is
less sensitive to failures in security controls. This is achieved
by calculating RD and considering potential failures in these
controls. The latter problem differs significantly from the

initially defin
o the follo

Defender Arms

previous ones. Namely, the authors utilize a competitive co-
evolution technique to emulate an “arms race” between the
attacker and the defender. As already pointed out in the
previous section, this methodology incorporates the evolution
of two competitive populations in parallel. The fitness of the
individuals in the one population competes against the fitness
of the individuals evolved in the other. This means that the
success of a defense strategy implies the defeat of the attacker

the above mentioned metrics i
reflect the benefit of the tw

er’s payoff resulted into a significant
payoff. However, it seems that the
ium point after several generations.

Analysis: The al

prse, the complexity of the proposed solution
irther as the competitive co-evolutionary pro-
°ss demands the evolution of two antagonistic populations.
{owever, the notion of the “arms race” introduced by the
hors reflects the relationship between the attacker and
ender and emulates the dynamic engagement between them.
Defining an equilibrium point is an appropriate technique to
achieve the goal of adequately protecting an asset without
over-protecting it. On the downside, the approach of single and
multi-objective optimization seems incapable of providing the
optimal hardening solution. This is mainly due to the difficulty
of tuning the weighted fitness function and the extreme values
of RD metric produced, which in turn overprotect the assets.
The robust optimization approach employed by the authors is
an interesting notion, while the fault tolerant scheme they use
approaches the problem realistically as it cannot be taken for
granted that a defense is unbreakable.

The quantitative evaluation of the proposed scheme is based
on a framework proposed in [120] and [121], while the metrics
introduced by the authors consider monetary, severity, and
time values. This handling is suitable for creating a holistic
quantitative evaluation for a scheme. Even so, the metrics
employed are not aligned with globally accepted standards,
as showed in TABLE II, to enable a quantitative comparison
with other solutions.

A limitation of the proposed methodology is that the at-
tacker’s expertise level and the dynamic nature of the network
are not taken into consideration. This however may have a
severe impact on the implementation of any similar system.
Under realistic conditions, a decision maker should adapt
their action by considering also the abilities of the adversary,
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while an accurate representation of the network is vital. The
authors’ proposal is not destined to deliver an automated
reaction system but a static tool to conduct risk assessment for
identifying the exploitation possibilities through the evolution-
ary approach. Besides, in the experimental phase, the authors
consider 19 defenses, whereas the AT has 13 leafs. This is
translated into 2!° different defense strategies and 2'3 attacks.
It can be inferred that even for a middle-sized network and a
considerable number of countermeasures the search space of
the problem is being expanded exponentially. It is noteworthy
that the countermeasures proposed are limited to disabling
and patching actions as this is the case for the majority of
the documented works. Finally, the competitive “arms race”
approach reflects the relationship between the attacker and
the defender, yet defining the equilibrium point could be a
really effortful task if the model is to be extended to fulfill
the requirements of a dynamic response framework.

B. Poolsappasit et al. [59]

Description: In this work, the authors propose a security
risk assessment methodology based on BAGs. These can be
considered as an extension of AGs as presented in Section
II-B1, adding also a likelihood to the occurring events, which
in turn can modify their state. That is, the main difference of
a BAG compared to a classical AG is the existence of a
zero probability corresponding to the case that the attac
is not able to take advantage of the exploit, even if all t
preconditions are met. This probability per network node i
represented by a Local Conditional Probability Distribution
(LCPD).

In order to compute these probability distributions, the
authors use CVSS [105] to estima attack likelihood.

ity, and authen-
tication instances. Using the able

to perform:

ent to update the probabilities
e technique.
It is aimed at countering risks

t, the authors define a security
control as a prevernt easure that minimizes or eliminates
the likelihood of ap”attack; the enforcement of this control
modifies the LCPD of a node, and indirectly influences the
unconditional probabilities of other attributes in the network.
Therefore, a security mitigation plan is intended as a set of
security controls, where each of them has a specific cost.

By merging the concepts of LCPD and mitigation plan, the
authors define the Augmented-BAG, which incorporates the
security controls with the expected loss/gain per node. From a
system administrator point of view, the derived cost model
represents a hard problem to solve. Toward this direction,

the authors present SOOP and MOOP, with GA as means
of resolution [119].

The authors include an evaluation section to assess these
choices, showing the feasibility of the model in a dynamic
context as well. In the conducted experiments, the calcu-
lated mitigation plans for the static and dynamic environment
present many similarities, suggesting the application of similar
sequence of security controls.

Analysis: The authors use BAGs to
bilities into the system. By doing so,
also the intrinsic uncertainty of a
though this representation can

| attack’s proba-
are able to consider
attack incident. Even
more detailed and

utation of the marginal probabilities
ore challenging; both for prior and

r’s dilemma [49], which states that the administrator often
deal with a limited budget that could preclude them
plement all the possible hardening measures. Thus, they
demonstrate the need of optimization techniques to provide a
priority ranking of the countermeasures. They claim that by
using a greedy selection or the subjective belief of an expert,
the results may be inaccurate. So, to solve this problem, they
propose the use of GAs and demonstrate that this methodology
presents many advantages both for SOOP and MOOP, which
do succeed in achieving a more precise classification of the
security controls. One can safely argue that this procedure is
extensible for a bigger set of hardening measures, making the
process more realistic for a real network.

The proposed reaction strategy by the authors is mainly
static. For a given network, they show how it is possible to plan
a mitigation strategy for the security incidents that decreases
the overall risk level, taking into account the cost model.
They also test their framework in a dynamic environment, and
via the use of two different attack scenarios, they compute
the corresponding reaction plan. It can be said that further
experimentation is needed in this direction, considering as a
core parameter also the time of the reaction, that cannot be
easily considered using BAGs.

C. Roy et al. [122]

Description: The work in [122] aims to provide a cost-
benefit countermeasure system for dealing with cyber attacks.
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By capitalizing on their previous work in [60], authors rely
on ACTs with the purpose of providing a scalable solution for
the problem at hand. According to the authors, ACTs perform
better than ARTs which use POMDP as a solution technique.
This is because the latter model leads to state-explosion issues.
More specifically, ACTs provide a non-state-space approach,
and according to the authors, this technique is less expensive
than state-space driven approaches.

In their model, ACTs are able to represent three types of
events as internal nodes in the structure, namely, atomic attack,
detection, and mitigation. The authors build two example trees
to conduct their experiments and to evaluate and compare the
performance of their model against the ART-based solution
proposed in [40]. They also suggest two algorithmic ap-
proaches to define the optimal set of countermeasures, namely
explicit enumeration (greedy approach) and branch and bound,
and they introduce the following four objective functions:

« Selecting the minimum number of countermeasures.

« Selecting countermeasures by minimizing the Security

investment Cost.

o Maximization of profit in terms of ROI for a set of

countermeasures.

« Multi-objective function for minimizing the probability

of attack success and security investment cost.

The first objective function may not be able to providg
optimal set of countermeasures for an attack due to limitatio
including security budget constrains or lack of counterme
sures for specific attacks. In this case, partial solutions fo
defending only a critical part of the infrastructure should be
taken. The use of the second objective function can restrain the
countermeasure cost to specific investment cost. According to
the authors, the next two functions pose_computational chal-

g ization problem
1 requirements,

constraints on the product terms. This d
to a linear integer programmmg one.
The authors prewide

ydes. Specifically, the authors
first objective function tends
e higher nodes of the trees. For
countermeasures are applied at

measures at higher s tend to be more sophisticated. Also,
the authors give a gomparison between their solution and the
Response and Recovery Engine (RRE) framework proposed
in [40] (recall that the latter uses an ART structure). Their
approach resulted to an optimal solution in approximately 17
seconds, while RRE needed approximately 3 minutes when
using the third objective function.

Analysis: The authors make use of an ACT structure to
model the system’s atomic attacks and countermeasure events
with the intention of protecting the goal residing in the root of
the tree. For a small-scale network consisting of 7 hosts (with

12 vulnerabilities each) the proposed solution converge to an
optimal solution in a reasonable time frame. Particularly, the
ACT-based method computes an optimal countermeasure set
within 17 seconds + 2 seconds. The authors technique to cast
the optimization problem to an integer programming one with
linear complexity is reflected to the improved performance of
the system. However, even if ACTs perform better than ARTs,
it has to be stated that the testbed used corresponds to a small-
scale network topology. Another potentiddlimitation of this
work is the number of ACTs needed epresént the possible
attacker’s goals in the system. As tree has one root, one
can argue that for protecting ts or properties in
the infrastructure there is an

where the
achieve
In addition, the
objective functions
the attack cost and att
rather aged works.

The ability of the sys to adapt dynamically during an
attack incident is questionable. Specifically, the authors claim
could be transformed in a hierarchical model that
hains for modeling sequential attack events.
aluation results are given on this aspect of the
d thus the authors’ proposal can be characterized
static. The administrator’s engagement level is not defined
authors, but we can infer that the creation of the ACTs
as’ to be supervised by a human. This is because a decent
knowledge of attack patterns is needed for identifying the
internal nodes, the relationships among them, and finally the
objective residing at the root of the tree.

e cost functions used to compose the
t follow any specific standard, while
act values used are derived from

D. Viduto et al. [45]

Description: This work proposes a novel Risk Assessment
and Optimization Model (RAOM) to cope with the problem
of security countermeasure selection. Considering the budget
limitations and the high demand in security measures, the
authors present a model which addresses these issues and at
the same time maintains an acceptable level of performance.

Based on NIST SP800-30 [124], which aims to provide
guidance for conducting risk assessments of federal informa-
tion systems and organizations, the proposed model offers a
quantitative improvement to it mainly for conducting impact
analysis and risk determination. For the first task, the authors
calculate the impact of the identified vulnerabilities in rela-
tion to Confidentiality, Integrity, Availability (CIA) impact,
expressed by CVE [50]. The different combinations of impact
levels (Partial, Complete, None) are grouped into an impact
scale with discrete level [10, 50, 100]. For the risk determi-
nation task, the methodology proposes to calculate a Total
Initial Risk (TIR), which is defined as the initial risk in an or-
ganization when no security countermeasure has been applied.



IEEE COMMUNICATIONS SURVEYS & TUTORIALS

During this procedure, an analysis of the system vulnerabilities
is conducted with the purpose of identifying their source
and properties. This stage can be executed in different ways;
specifically, using automated vulnerability scanning tools, per-
forming penetration tests on systems, employing vulnerability
modeling techniques, and assessing ICT documentation of a
previous risk assessment. The next step in the model is to
perform a threat analysis, because the idea of the authors is
that vulnerabilities can only be translated into risk if there
is a threat able to exploit them. To gather information about
threats, they suggest to use historical databases of previous
attacks recorded by the organization, or to use threat modeling
techniques, such as AGs or ATs. A matching between threats
and vulnerabilities is conducted to estimate the likelihood of
a threat over a specific vulnerability. Also, in this case, the
likelihood can adopt values in the discrete range [0.1, 0.5, 1],
where the values of 0.1, 0.5, 1 correspondingly represents low,
medium, and high likelihood of a specific threat exploiting a
certain vulnerability.

Then, the authors propose a list of generic countermeasures,
following a classification similar to NIST report in [125]. In
particular, three categories are presented (Technical, Manage-
ment, Operational) with four subcategories (Support, Prevent,
Detect, Recovery). The countermeasures are then associated
with vulnerabilities. Actually, the association method betwgen
countermeasures and vulnerabilities they follow has b
initially proposed in [126] and later demonstrated in [12
where a matching value is assigned to each countermeasure
This value is within the discrete range [-1, -0.5, 0, 0.5, 1],
where [0.5, 1] represents a partial or total addressing of the
vulnerability, 0 means no match, and [-1, -0.5] implies that the
application of the countermeasure directly or indirectly creates
another vulnerability.

Each of the listed security medSures has
of implementation, namely j
training cost and manpow
controls, together with the total ris
pose the multi-objective optimization
minimized.

associated cost

imental section is given, where
compared with the traditional
find the exact set of optimal

Analysis: In scribed work, the authors introduce a
model to optimize ghe selection of the security countermea-
sures. Given a set of k generic countermeasures, represented
as a single bit in the countermeasure vector, the search space
has 2F possible solutions. Precisely, as the size of the problem
increases, that is, the number of the possible security hardening
options becomes considerable, the time required to solve the
problem increases exponentially.

The solution presented by the authors consists of a multi-
objective tabu search. This technique is able to find the Pareto
optimal solutions for the problem, avoiding sticking in a

local minimum. Using this methodology, they were able to
present a stable pool of founded solutions after 8000 iterations
of the algorithm. In particular, 54 non-dominated solutions
are discovered in 163 seconds. Overall, the authors argue
that in comparison to exhaustive search, which finishes its
execution after 2466 seconds, the tabu search offers superior
performance. Another experiment is conducted on the quality
of the solutions. In this regard, the authors show that their
algorithm can reach up to 30% of t timal solutions,

opinion a study
multi-objective

pure tabu search is
search space, pro;

represents the process to identify
be involved in an ICT system. Even
a crucial role in cyber defense, it
ion tg defeat eventual cyber crooks,
lacking of dynamic cap es to react against an ongoing
attack. Obviously, an integeSting improvement is to try to adapt
his methodology for use in a dynamic environment.

ilar to other surveyed works, the authors neglect attack
phly suggest threat modeling techniques, such
er information about potential attacks. Instead,
ent of the probability of a specific threat acting
er vulnerability is done using logged attack attempts and
f-expertise. The value of this likelihood belongs to a discrete
rval composed of three values. However, the effectiveness
of this procedure is debatable, even for a static type of reaction.
That is, the use of historical databases lacks in considering first
experienced or zero-day attacks, thus exposing the system to
undue risk. Moreover, the know-how of the security experts is
a good source of knowledge, which has to be used, but relying
on human subjective belief may lead to a number of errors too.
In this direction, the use of a decision support system can be
valuable in helping the system administrator in the decision
making process, so that a limitation to these errors can be
imposed.

The authors highlight in their work the possibility of match-
ing countermeasures and vulnerabilities. Note that this idea is
not novel in this particular field, but represents an interesting
feature of the model. This correlation considers also the
chance that a countermeasure can indirectly or directly create
a new vulnerability. Nonetheless, this match is effective if a
complete knowledge about security controls and vulnerabilities
exists. Gathering these pieces of data is an arduous task, so
a broader study should be conducted in this direction, since
such correlation is useful to build a dynamic strategy.

represents a preventiv

E. Chung et al. [129]

Description: In this work, the authors concentrate on
the protection of cloud infrastructures. In such scenario, there
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are several peculiarities which need to be considered by the
security expert: (1) administrators do not have the complete
control over virtual machines (VMs), so they may be unable
to patch the system vulnerabilties as in the case of common
data centers; (2) cloud users can install vulnerable software
on their own VMs; (3) the compliance of the SLAs (Service
Level Agreements) is a priority, so the reaction strategy to
cyber attacks should be included in the Business Continuity
Plan [130]. Furthermore, an attacker can benefit from these
security issues exploiting vulnerabilities on a much greater
number of machines, which can be used as zombies to carry
out a large-scale Distributed Denial-of-Service (DDoS) attack.

To address these problems, the authors propose NICE

(Network Intrusion detection and Countermeasure sElection in
virtual network systems), a framework which is able to detect
and counteract possible attacks against the cloud infrastructure.
Taking advantage of the SDN network control approach [131],
where network functions can be controlled and programmed
through software switches and the OpenFlow protocol [132],
the authors deploy NICE with the following constituents:

o NICE-A - A mirroring-based NID agent installed on each
cloud server, which filters and analyzes the incoming
traffic.

o VM profiler - It uses the knowledge about services,
connections and states to create an accurate profile of
each VM.

o Network Controller - It supports the programmable ng
work capabilities to realize the virtual network reconfigu
ration feature based on OpenFlow protocol. This feature
is crucial for the entire framework, because it controls
also the traffic flows within the network clusters.

o Attack Analyzer - It uses a classical AG representation to
correlate the alerts stemming agents and select

to limit attacker’s capabilities. Bas V 057 CVE
e to calculate the

ith (I) cost, defined in a range
which represents the possible
(IIT) condition, which is the

that the state of a ode can change after the application
of a countermeasuréy The optimal countermeasure selection is
shown as a MOOPg#which has to minimize both the cost and
impact while maximizing the benefit (via the use of the ROI
index [133]).
The authors offer an initial implementation of NICE in
a small public cloud environment, and then they extend
their analysis using a bigger private one. They monitor the
introduced overhead and the security performance using a VM
Security Index (VSI) [134].
Analysis: NICE is presented as a framework which is
capable to cover two different phases of the network life cycle

pertaining to attack incidents, namely detection and reaction.
However, the target of this work is the countermeasure strat-
egy, so our analysis focuses on the latter.

The idea of developing a countermeasure system in a cloud
environment is innovative. To the best of our knowledge, this is
the first attempt to deploy an architecture that is able to detect
and react in a virtual scenario. This feature carries also the
disadvantage that without a solid background of research, this
work could not address all the issues w. are present in a

That is, it is very difficult to
attacks in the literature, an
strategy still incomplete.

periodic vulnerability scanning and
sing the public available vulnerability
ulnerability is discovered or a coun-
the, graph is updated. Apart from
the scalability problem r ¢ this attack representation, the
authors make a strong ag8umption; the hypervisor is secure
and free of any vulnerability. However, the literature is full of
ented attacks targeting it [135].

ggappropriate countermeasure, the presented
a complexity of O(V x CM), where V is the
fulnerabilities, and CM represents the cardinality
f the countermeasure set. In this way, the authors claim that
solve a MOOP based on the ROI index in an effort to
91d a negative impact on the SLAs. A sample of possible
actions is presented with subjective values of intrusiveness and
cost. Specifically, as expected in a cloud environment, these
countermeasures pertain to layer-2 and 3 of the OSI stack of
protocols. The exploration of a wide range of possible reaction
steps with different values for the suggested security metrics
would greatly benefit this work.

The described system incorporates both static and dynamic
reaction. To enable them, the authors consider both periodic
vulnerabilities and agent-based traffic controls. A dynamic
reaction to an attack is presented on a small-scale cloud
system, showing that the countermeasure selection process
works well with a limited number of countermeasures, and the
performance is better in comparison with other proxy-based
Network IDS. However, further work is needed to extend the
deployment in a large-scale network. In such a setting, there
is also the option of distributing the computational overhead
of the control center, which naturally represents a single point
of failure.

An interesting feature of the authors’ framework is the
capability to react in a completely autonomous way; once an
alarm is generated from the alert correlation engine (due to
the exceed of a specific threshold), the system selects a coun-
termeasure from the pool. From an administrator’s viewpoint,
this reduces the human effort, especially in a virtual environ-
ment where many users share the same physical resources.

via penetration
databases. Once a
termeasure is implem
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Nevertheless, one can argue that in particular situations, and
for critical resources, the reaction strategy cannot completely
exclude the administrator approval, but it has to consider their
expertise in the decision process.

A notable shortcoming of this work is the handling of zero-
day vulnerabilities. The solution proposed by the authors is a
profile database for the VMs, but one can argue that this is
insufficient to solve the problem, and the proposed IDS agent
by the authors (Snort [32]) is a rule-based one, thus incapable
of detecting zero-days.

F. Wang et al. [107]

Description: The work in [107] introduces a proba-
bilistic approach for optimal security hardening. The authors
aim to bridge the gap between system vulnerabilities and
organization-level security metrics. To do so, they propose
a methodology which incorporates AGs and Hidden Markov
Model (HMM) to describe probabilistically the interconnec-
tions of the numerous security states of a system. Precisely,
the authors extend Multiple Prerequisite (MP) graphs [57] by
introducing 3 types of labels to the observable subjects of the
network. The tags Solid, Soft, and Dark are used for marking
the physical assets (e.g. servers), any measurable notion (e.g.
network traffic), and the system vulnerabilities in the sys
According to the authors, this approach reduces the size o
graphs, while important characteristics of the attacks can
identified which in turn leads to a better estimation regarding
the security state of the system.

By taking advantage of the AGs portraying the intercon-
nections in the network, the authors apply HMM to estimate
probabilistically the possible security states of the system.
HMM enables the quantitative ang he security hard-
el uncertainties
the authors can
Giiions oiven 2
set of network observations. In th ;' the defe an be
e attacker is going
ns_for blocking

enefit analysis, the authors extend
ontact one which is able to rep-
. Based on the interconnections
cost function to quantify the
sitions. The cost function is a

cost derived from *ning measures. Both these costs are
modeled using the Butler’s risk assessment framework [120].
This enables the synthesis of several problem-specific security
metrics, which can be reviewed and put in practice by the secu-
rity administrators. The problem is modeled as an optimization
one aiming to minimize the cost function.

In this direction, the authors utilize a heuristic algorithm
based on the ACO family [77]. Precisely, the ants roam prob-
abilistically on the graph based on the probabilities indicated
by the HMM and add pheromone on the edges of the graph.
Ant path selection decisions are taken by considering two

parameters, namely the attractiveness and trail level of the
move, where the latter incorporates also the cost of the trace.
In the conducted experiments, the authors manually con-
struct a directed acyclic graph (DAG) and determine the HMM
elements. They also assign values on the edges consider-
ing NVD-CVSS [105] framework and experts’ knowledge.
Throughout the experiments, the authors tested the ability of
their solution to identify the root causes of three different
attacks, and they demonstrated that thei osal is able to
balance the trade-off between the defe ttack costs and
deliver near-optimal solutions.
Analysis: As already poin
of AGs and HMM for repre

authors make use

e literature, the experiments are based
rk topology with a limited number

pectively. In this context, the proposed framework is able
ide a near optimal defense solution in a reasonable

here M ré€presents the network states and N the number of
osts) it can safely be asserted that the solution is not scalable
arge-sized networks.

e quantitative analysis of the framework is based on
the Butler’s framework [120], very similar to [115]. This
framework enables the introduction of several types of security
metrics in order to define complex cost functions. Further,
the authors refer to CVSS [105] for defining security metrics
that will allow them to quantify both attack and defense
consequences. As already mentioned, the use of standards, can
add value to a work as it caters for a solution which is aligned
with globally accepted and deployed ICT practices.

It is to be mentioned that the proposed model is not destined
to react dynamically, but to infer on countermeasures that
can achieve the near-optimal trade-off between the attack
and defense costs. That is, authors’ proposal aims to assist
the decision maker, while demanding the active engagement
of a security administrator for determining the assets under
protection and tuning the parameters of the framework.

The optimization strategy followed in this work is quite
interesting. The authors argue that it is impractical to ex-
haustively traverse the search space of the problem to define
the optimal defense strategy. This is why they utilize ACO
to pinpoint the root causes of specific attack scenarios. This
approach narrows down the focus of the problem significantly
and it can be used to identify critical assets in the infras-
tructure. In addition, ant colonies are a fast solution that
can provide a satisfactory solution quickly [136]. ACO also
guarantees that the algorithm always converges to a solution.
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The aforementioned ACO qualities could be proved beneficial
in dynamically changing graphs, where new systems states
may appear and a defense mechanism should define fresh
optimal solutions in a reasonable time frame.

G. Zonouz et al. [137]

Description: The authors in [137] introduce a framework
called EliMet with the aim of estimating whether the security
requirements in a system are effectively met. EliMet combines
expert knowledge and reinforcement learning to support deci-
sion making against intrusive incidents. The system is driven
by system-specific security measures to infer and identify risky
system states with the purpose of suggesting the administrator
appropriate healing actions. The system passively observes
administrator’s reactions against offensive incidents to calcu-
late the aforementioned security measures. According to the
authors, by using these measures, the system not only is able to
respond in an autonomous manner, but also to predict potential
security threats that administrators should take care in advance.

More specifically, the state of the system is modeled as
CMDP [69], where the competitors are the adversary and the
defender who both aim to increase their profit. For estimating
the system’s states, the proposed model considers the follow-
ing parameters: i) the security state space, ii) a set of actions
divided into adversarial and response actions, iii) a secul
measure function, and iv) a probability of shifting to a ng
system’s state. In addition to these parameters, EliMet mode
the insufficiency introduced by potentially false alerts of the
IDS. Thus, the belief about every security state is measured
probabilistically based on the previous state of the system
combined with the alerts observed for the current state.

Given the CMDP model, the sy tifies the optimal
defensive solutions based on th casures. EliMet
treats the reaction procedure
the optimal defence policy
sures through Bellman’s optimizatie
dynamic programming.

incorporates the expert’s re-
odel with the aim of iteratively
s so that they converge with

concludes to an opt policy for the corresponding CMDP
model, which could’be used later in an automated response
system.

The reinforcement procedure is able to result in efficient
policies when it comes to common incidents that appear
frequently in a system’s defense life cycle. However, for rare
system states, where the policy uncertainty is high in terms
of Shannon entropy [139], the system queries the expert for
the appropriate action. The incidents which will be queried
to the expert are decided based on two criteria. On the one
hand, the less information the system knows about the rare

state the higher the possibility for the system to generate a
query to the expert. On the other, a query for a system’s state
may arise or not, based on the potential return benefit for the
defended system. In other words, the more information gain
stems from a state transition the higher the chances for a query
to be generated.

Another feature of EliMet is its ability to perform contin-
gency analysis. The system imitates the adversary by choosing
the actions that increase the offensive t, while at the
same time takes the optimal defense ons. Ih this way, the
system identifies risky states that t inistrator should take
care of and critical assets whi be protected more
intensively.

affects the resp
is built based on
access control policie

e of the system proportionally. CMDP
opology of the system and global
ile the system considers IDS alerts
as the sole input event ever, possible critical system
states can appear upon syStem updates or the emergence of
pew vulnerabilities. It seems that such information is not
pder consideration by the authors during the graph
petal, the CMDP graph representation seems
as the authors state, dynamic changes in the
ystem topology are sure to pose a challenge.
Besides its ability to dynamically apply defense policies,
pther strong aspect of this proposal is its capacity to
orm also static risk assessment for identifying critical
assets proactively. However, both the risk assessment and the
security metrics utilized to quantitatively evaluate the system’s
effectiveness do not follow any specific standard. The authors
provide a general purpose framework, yet it is unclear how
the security measures are defined and how complex and multi-
objective measures could affect the overall performance of the
framework.

The authors utilize reinforcement learning in an effort to
capture and integrate the experts’ wisdom in their framework.
In their experiments, the refined security measures generated
by the reinforcement learning algorithm are compared with
the measures produced by the expert’s actions. According to
the produced security measures, the algorithm seems able to
imitate the expert’s actions, but in some cases, the actions
taken by the algorithm overprotect the states of the system.
Naturally, the ability of EliMet to converge with the expert’s
action is a positive feature. However in the context of a
dynamic reaction system, if the system fusses over its assets
may cause service disruptions and monetary losses.

Finally, the authors do not provide any information about
the set of actions which constitute the defensive policies and
the ways the size of this set can affect the performance of the
system. Even though the CMDP seems to be scalable, a possi-
bly hefty set of defensive actions could increase significantly
the response time of the system.
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H. Zonouz et al. [40]

Description: The authors in [40] propose an automated
system for cost-sensitive intrusion response. They model the
intrusion response problem as a multi-step, sequential, hierar-
chical, non-zero-sum, two-player stochastic game between the
adversary and the defender. The two entities present conflicting
interests, and their utmost goal is to increase their benefit by
taking sequential actions. The authors utilize ARTs to model
system states which later are transformed automatically into
partially observable competitive Markov decision processes
(POCMDPs). In fact, they adopt this representation in order
to apply Bellman’s optimization method [138] that will allow
them to define an optimal defense policy based on the state
of the system. Bear in mind that this approach is used by the
authors in EliMet framework [137].

Here, authors utilize a game-theoretic approach to model the
relationship between the attacker and the defender. Under this
prism, the one entity adapts its behavior according to the strat-
egy of the other. The defender is the first who makes a move
in the game and then the attacker responds in a sequential
Stackelberg stochastic game [140]. This sequential behavior
continues to an infinite-horizon and every movement leads
probabilistically to a new system state. The state transitioning
is modeled in POCMDP by also considering the uncertainty
for the exact state of the system caused due to uncertai
derived from the IDS. In this way, POCMDP conceptualizes
the system’s states as belief states instead of exact ones.

The authors proposed a decentralized architecture to imple-
ment their mechanism. Their notion incorporates local engines
placed in individual hosts in the network and a global engine
located in the RRE server. The local engines are subscribed
to an intrusion alert database in orde otified when an
i s. Additionally
Iso the creation

responsible for modeling the loca
offensive events. Every local engine

level of i icture.
input the network topology,
erabilities, and the connectivity

authors utilize a Fuzzy control-based technique to enable the
administrator define Fuzzy rules in the form of IF <premises>
THEN <consequent>, which are then used to infer on the se-
curity level of the system. The ¢ values derived from the local
engines are converted to qualitative values (high, medium, low)
to meet the ones set in the rules by the administrator. Then, a
center of gravity defuzzification method [141] takes place to
provide a quantitative score for the security level.

Analysis: The authors introduce several methodologies
to deal with the problem of the dynamic intrusion response.

The main contribution of this work is the distributed nature
of the proposed framework. Based on the literature, we can
safely extrapolate that finding the optimal defense solution
against an attack is a computationally intensive task. In this
direction, a distributed model to deal with this problem can
improve the scalability and performance of a response system
as the computational burden is relocated to its hosts. On the
downside, this approach poses also certain limitations. The
purpose of every host in a system is tod€liver one or more
services, and thus adding an additio intenSive task could
lead to service availability issues. esolution can be used
in networks where the participati re able to manage

isleading results may occur due
m compromised nodes. Finally,
ated and autonomous manner to the
y disrupt its normal behavior, while at
the same time the istrator may have partial observability

of the system state.

p¢ do not rely on specific and global accepted
cs to support the optimization process. Instead, they
ovide a formula which can feed a cost function to enable a
antitative analysis. As already pointed out, every local node
ARTs, one per CIA property. Even though it is essential
quantify the impact on CIA properties, it is debatable
whether or not a defense solution should consider more metrics
to provide a complete quantitative defense analysis.

The local engines are capable of reacting against intrusive
incidents automatically. Still, the system demands the com-
plete engagement of the administrator for defining the global
security objective of the system in terms of Fuzzy rules.
According to authors’ evaluation, the system performs well
for quite large sized ARTs. However, they do not elaborate on
the number of available countermeasures to cope with every
possible state of the system. In case there is a pool of likely
reactions against an incident, this is translated to an expanded
search space and the problem’s complexity could be further
expanded by incorporating multi-objective cost functions in
the optimization process.

L Granadillo et al. [143]

Description: This contribution proposes a geometrical
model to select the optimal combination of countermeasures
based on the Return-On-Response-Investment (RORI) index
with the aim of counteracting cyber attacks against critical
systems.

The authors present their improved version of RORI index,
discussed in [144], [145] by extending the approach proposed
initially by Kheir et al. [64]. Specifically, they modify the
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initial formula to also include the infrastructure value ex-
pressed as Annual Infrastructure Value (AIV), and to handle
the possibility of applying a null set of countermeasures in
specific scenarios.

Also, the authors extend the definition of attack surface of
a given system, presented in [30]. To do so, they present a
“volumes” model, which represents systems, attacks and coun-
termeasures in a three dimensional coordinate system. The
dimensions correspond to the users, communication channels
and system resources. Specifically, the volumes are defined as
follows:

o System Volume - It represents the maximal space a given

system exposes to users and attackers.

o Attack Volume - The portion of the total volume being
targeted by a given attack based on the vulnerabilities it
is able to exploit.

o Countermeasure Volume - It represents the percentage of
system volume that is covered and controlled by a given
countermeasure.

The three dimensions are defined following the access
control methodology [146], [147], and are identified as the
ones which contribute directly to the execution of a given
attack. That is, user account as the subject, resource as the
object, and channel as the way to execute an action. The
dimensions are then populated, and by following the CAR
methodology [148], a weighting factor is assigned to ea
element represented in the Cartesian system. In this way,
numerical bijection is created between the real elements and
their representation within the coordinate system.

In this three dimensional system, the represented volumes
appear as 3D geometrical figures (parallelepipeds) within
the system volume. Also, the attack_and countermeasures

the possible ways to calculate
and disjoint volumes.

termeasures. The e application is able to automatically
evaluate, rank and select the optimal set of countermeasures
against complex attacks. The platform is composed by two
modules, namely the Attack volume application, and the RORI
application. The first one is responsible to map the attacks
and the countermeasures into the Resource-Channel-User 3D
system by calculating their monetary impacts. The second
is in charge of performing the evaluation of individual and
combined countermeasures, taking as input all the needed
parameters for RORI calculation. If some of them are missing
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(i.e., Annual Loss Expectancy (ALE) or Risk Mitigation (RM)),
they will be requested to the Attack Volume engine, as they
depend on the specific attack context.

To demonstrate their solution, the authors offer a case
study pertaining to a critical infrastructure control system.
Using this paradigm, they show the selection of combined
countermeasures for a particular attack. To complete this task,
the authors follow the approach presented in [145], which also
considers any possible restrictions amon, ountermeasures
(mutually and partially exclusive, res

Analysis: This proposal build
same authors with the aim of
termeasure selection together:
representation of the involved

ve).
revious works by the
RORI-based coun-

1dentify the ALE of an attack and the
ntermeasure as the most challenging,

toward this goal is made
statistical methodologies

be noted that the authors decide to neglect the
tack modeling. This is obvious because in the presented case
the process starts with the evidence of an attack in the
em. In this way, they are able to demonstrate the feasibility
of their procedure in a dynamic environment. Nevertheless,
even though the detection belongs to a different phase in
the network life cycle, modeling the attacker’s steps aids the
reaction phase as well. This is because the defender is able
to predict the attacker’s trajectory in the system more easily.
Overall, attack modeling is essential, because nowadays cyber
attacks are increasingly disruptive, and the reaction time is a
decisive factor. Moreover, the process in charge of generating
the system, attack, and countermeasure volumes adds a further
delay. It seems that more experimentation needs to be done
to obtain a better view of the authors’ proposal in terms of
performance. Another idea would be to consider extending the
volume representation with extra dimensions, that is by adding
time as an extra axis.

Recall that for calculating the overall contribution to the
volume representation of each selected category within an
axis, the authors follow the CARVER methodology, whose
goal is to measure the priority of each element in a given
system. This measurement is based on 6 factors, namely
Criticality, Accessibility, Recuperability, Vulnerability, Effect,
and Recognizability. The proposed methodology assigns a
numerical value to each considered factor on a scale of 1-10
and places them in a decision matrix. The sum of the values
indicate the severity of a given dimension. The CARVER
matrix was developed from US special operation forces, and it
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can be used both from an offensive or defensive perspective.
Nevertheless, this methodology is not widely adopted by ICT
community, which rather prefer to use other open standards.

In the authors’ model, countermeasures are proposed to be
implemented for a short period, that is, from the moment of
the detection of the attack incidents until the system returns
to a safe state. According to the authors, this approach is
preferable because it does not need them to compute long-term
investments in the proposed procedure. Due to the complexity
of the search space and the inaccuracy of the results, they
discourage the usage of genetic and heuristic algorithms.
However, this option is debatable, because nature-inspired
techniques may be proved particularly effective, especially
when the pool of the available countermeasures becomes large.

In the context of the 3D representation used by the authors,
the coverage of a countermeasure is defined as the percent-
age of system volume it is able to cover. In this mindset,
they are able to calculate the percentage of volume that a
countermeasure can cover for a specific attack. However,
in practice, it is not straightforward to establish a direct
mapping between countermeasures and attacks, especially if
one considers representing them in another reference system.
In addition, they present this countermeasure volume coverage
as a percentage. In this way, the evaluation of joint or disjoint
volumes is not simple, and it requires a preventive analysis.
The negative impact of a combined solution is not conside
as well, while only the cost impact is computed in the modé
Nevertheless, the latter requires more effort, especially fo
evaluating the impact on the availability of the service for
a combined countermeasure, whose effects are not expected
to be negligible.

J. Miehling et al. [151]

Description: In [151]
lem using the notion of

of the node expressed by AND/OR relations, the previous state
of the attacker, and the exploitation probability of the node.
In addition to these aspects, the authors engage also a factor
to emulate the defender’s partial observability. Under realistic
terms, malicious actions may occur in a system without
raising intrusion alerts. This is why the authors introduce the
probability of detection factor in their model as well. This
uncertainty about the current state of the system forms a belief
about the present network’s state.
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The countermeasure strategy is defined as a set of individual
actions where, based on an incident, an optimal subset of those
can be used to counteract an intrusion. Every defending action
directly affects CIA metrics. More specifically, a cost function
should be able to reflect both the negative and the positive
impact to the CIA metrics for the applied actions. To this end,
the authors treat the defense problem as an optimization one
where the ultimate goal is to define an optimal defense policy.
They take into consideration both the for the current
system state and the future states to o ize tHe cost function
through dynamic programming (B ’s method [138]).

The evaluation of the prop een conducted on

a mihimized problem with 29 states.
the example network was solved in
optimal solution using a POMDP-
ing language. The outcome is a
network heat map whic
system. The countermeas

‘Analys
BAGs td" model the system’s security states. Albeit this
pe of representation is suitable for representing also the
ainties which are introduced, the limitation of scalability

as shown by the authors’ experiments, the conceivable states of
the system combined with the numerous possible countermea-
sures expand significantly the search space of the problem.
The experiments conducted in a small-scale scenario and
under specific assumptions, aiming to minimize the search
space. On top of that, the example scenario engages only
two countermeasures and one root node in the graph. To this
end, one can argue that the complexity of the solution is high
and can be significantly increased if the solution is utilized
in a dynamic environment trying to model the behavior of a
moving attacker. However, the employment of the detection
probability as well as the probabilistic contagion spreading
model they use emulate the imperfect environment in which
a security expert has to take actions.

The cost function used for quantifying the cost of an attack
or the deployment of a defense action is calculated based
on CIA metrics. CIA properties should be in the core of
the countermeasure strategy, but we argue that a framework
should include several types of metrics to achieve a better
quantification of the problem. Apart from that, it seems that the
authors do not adopt any globally accepted security automation
standards in their model.

Finally, although the authors claim that their proposal sug-
gests an automated defense tool, they do not evaluate the
performance of their proposal in this direction, while the
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countermeasures taken in the conducted experiments aim to
block or disable a given service in the system. These actions,
however, can be considered as extreme measures to deal with
an attack. The goal of a countermeasure strategy is to explore
optimal policies to deal with a security incident instead of
applying extreme measures.

K. Shameli-Sendi et al. [65]

Description: The work in [65] presents a model able
to dynamically evaluate the positive and negative effects
of defense actions on a system under attack. The problem
of providing defense actions which maximize the security
performance but simultaneously minimize the negative effects
of the applied measures is treated as a MOOP. The ultimate
goal of the framework called ORCEF is to provide optimal
defense actions while simultaneously sustaining the quality of
the services provided to the end-users.

Notably, ORCEF utilize AGs and SDGs in an effort to
respectively allocate the defense points in the network and
to evaluate the response negative impact. AGs are used to
enable the system to find the attacker’s position and final goals
based on a confidence level, and to define the optimal network
points where appropriate defense measures should be applied.
In this way, ORCEF creates a dynamic mapping betwgen
the possible attack paths and the network topology. Furt
SDGs are used for the sake of identifying the interconnections
among the provided services. In this way, ORCEF is ablk
to conduct a quantitative analysis by considering also the
service dependencies and the number of users affected by the
malfunctioning services.

ORCEF’s response engine is triggered by IDS alerts and
tries to locate the attacker on the A it is aware of a
k topology, the

ponse by utilizing
4]. Jo do so, the
CIA and the

positive and negative aftermath of eve
the MCDM methods SAW [153] and
positive effects takesinto account the outco

ers’ inaccessibility to services,
The positive outcomes and the
ulated statically, while the rest
adjusted during an in-progress

and their importa S done during system bootstrapping,
where the adminisgrators are asked for their opinion. More
specifically, ORCEF captures the security experts’ opinions in
the form of linguistic variables by utilizing a Fuzzy model.
Once the positive and negative effects for every response are
calculated, a Pareto optimal set of defenses is generated. The
optimal defenses are those which achieve the most efficient
trade-off between the security level and the negative impacts.
Finally, the Pareto optimal responses are ordered depending
on the state of the system. If the attacker is highly skilled,
then the solutions that minimize the damage cost should be
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selected. Also, if the resource is of high value, then those
countermeasures which minimize the negative impacts should
be selected.

The authors evaluated ORCEF in a topology consisting of
5 sub-networks under two attack scenarios modeling both an
external and internal attacker. The system was able to react
in about 489 milliseconds and 456 milliseconds for the two
scenarios, respectively.

Analysis: ORCEF is a framework to respond dy-

s se kind of changes should be
dynamically. Further, the new nodes
existing nodes may get vulnerable at
rvices may be added, and this is
why the SDG needs to ated or recreated from scratch.

By utilizing the MC framework and Pareto optimal
methodology, the proposed system is able to come up with
defense solutions on different defense points in the
@ topology within a short time frame. Still,
not mention if their evaluation is limited in
. a’single service in the topology. In this case, the
amework should be assessed under a situation where multiple
viges need to be protected and several countermeasures
t be applied to diverse defensive points. If so, the com-
plexity of the optimization problem is expected to further
augment. Based on the results, ORCEF seems to perform fast
for the given scenario. On the downside, the evaluation metrics
for quantifying the impact of defense decisions on the target
system do not follow any specific standard. An exception is
that ORCEF incorporates the CVE standard when it comes
to the alerts generated by Snort [32]. However, the authors’
approach to utilize a fuzzy model for capturing the expert’s
opinion in the form of linguistic variables can improve the
system’s experience. Furthermore, the ORCEF administrators
need to pass through a demanding phase of initializing the
system as they have to assign a great amount of linguistic
values to the system’s parameters. The defenses used by the
authors are applied on several guarding points according to
the attack path in the topology. This is an interesting approach
which minimizes the effort and the cost as the countermeasures
are applied only in the part of interest on the graph. Finally, as
the authors state, ORCEEF is not able to generate combinations
of defenses for combating an offensive incident in a more
efficient way. This is because ORCEF concludes only to one
single optimal solution.

reflected also i
may bare vulnerab
any time, new users

L. Kotenko et al. [155]-[166]

Kotenko et al. [155]-[166] presented a series of works
dealing with countermeasure strategies against cyber attacks.
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We can categorize them into 1) those which cope with the
countermeasure selection in SIEM systems based on AGs
and SDGs [155]-[159], and 2) those which deal with attack
modeling and security evaluation in SIEM systems [160]-
[166]. Below, we elaborate on each category.

1) Countermeasure selection in SIEM system:

Description: The authors define an ontological represen-
tation for security metrics [155], viewed as a core element
of a countermeasure decision support module within a SIEM
system. In their vision, the adequacy of the eventual applica-
tion of a countermeasure action depends mainly on the speed
and the reliability of selection and calculation of a subset of
security metrics. However, in modern networks, this concept
represents a hard task for the security administrator, given the
huge amount of data. To solve this problem, they propose an
ontology, which is seen as a flexible tool for describing objects,
classes, relationships and attributes of a domain of arbitrary
complexity. In this way, the ontology is used to select the
most fitting countermeasures based on the calculated values
of metrics and rules of logical reasoning. The main classes
existing in the ontology are reactions, which in turn are divided
into two subclasses, namely alarms and countermeasures,
and metrics. The latter class is an abstract superclass from
which several abstract subclasses are generated by applying
the relationship is-a:

o Malefactor metrics - They incorporate important paraf
eters regarding the attacker profile, e.g., Attacker Ski
Level and Successful Exploitation Probability.

o Topological metrics - They integrate information about
the network topology, e.g., hosts, applications, and vul-
nerabilities.

o Attack metrics - They describe th
an offensive attempt, e.g., A
Level.

o System metrics - They ¢6
Security Level.

p, characteristics of
and Confidence

of an eventual zero-day exploitatio
Probabilistic Vulnerability Measure

index [144].

fication, the authors introduce
easure selection [157], [158],
ain requirements: (1) security
e corresponding ontology; (2) AGs,
created on the base existing vulnerabilities, network con-
figuration and attacker capabilities by following an attacker-
centric model; (3) SDGs, considering information of the in-
terconnections between network services; (4) application of
the SCAP for the specification of input data; (5) integration
within SIEM systems, considered to be in active development
in the recent years. In particular, the third requirement is
defined by the necessity to consider possible negative impacts
of the countermeasure selection in the objective functions of
the system under protection. Instead, the fourth requirement
is connected with the strong need to automate the security

their appro
considering
metrics, as sugge
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analysis process and reaction in the modern systems, especially
when considering the possibility of reacting dynamically.
The authors also discuss the countermeasure selection tech-
nique, distinguishing between two main modes, namely static
and dynamic. The first one is understood as a general improve-
ment of the security level of the system, taking into account
the values of metrics previously defined as input data. The
latter one is seen as preventive actions for a specific ongoing
attack, taking into account the SIEM ew S its main input
data. Specifically, in [159], the aut] concCentrate on the
events level, because it allows considesing the dynamic aspect
of the security assessment and ure selection. This
level is based on the incomin,

ermeasures are ranked taking into
1veness, and collateral damage.
ribed works use both AGs, which
ssible steps of an attacker in the
system, and SDGs, whi sider also the interconnections
between network serviceg” By doing so, the authors are able
o obtain the advantages of both these two attack modeling
, thus achieving a more accurate security evaluation.
hesmapping of the attacker’s position and their
paths, together with a cost-sensitive analysis,
ich repréSents the most important results. However, the
loorithm proposed by the authors to evaluate these graphs
edr on the aforementioned metrics is not presented. The
ors only describe the methodology used to achieve their
goals. Yet, without an optimized methodology to analyze the
abovementioned graphs, the caused overhead makes the eval-
uation unpractical in case of ongoing attacks which demand a
dynamic reaction [56].

To specify a common approach in the development of a
countermeasure model, standards from SCAP are applied.
Particularly, authors use the CRE and ERI standards. The
employment of these standards along with CPE for net-
work configuration, and CVE, CWE, and CVSS for network
vulnerabilities, makes the authors’ model interoperable and
quantitatively comparable to others. Nevertheless, the authors
assume that the system has already a pool of countermeasures,
which can be selected by applying an ad-hoc algorithm. The
generation of such a pool is made based on the knowledge and
expertise of the system administrators. On the downside, this
assumption requires an initial significant effort from the expert,
who has to fill the knowledge database of countermeasures,
followed by a stable phase where the system is capable of
reacting automatically. Therefore, one could argue that the
authors’ proposal lacks of flexibility, because this database
of countermeasures needs to be continuously updated, and the
participation of the administrators, at least in some specific
and critical situations, is unavoidable.

From an attack response viewpoint, the proposed solution
supports both static and dynamic modes. In this respect, it

account the cos
Analysis: Th
allow them to define
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is theoretically able to cover a wide range of assessments
regarding the network security level. However, only few
examples are presented by the authors, including some type
of attacks on small-scale networks with the use of generated
attack sequences and poor attacker modeling. Nevertheless,
a more detailed experimental section is needed to elaborate
on both the input data regarding the attacks and the network
topology. Moreover, the authors claim that for a small number
of security events and short attack sequences, the effectiveness
of the countermeasure selection is reduced, but the accuracy
and efficiency of the implemented solution satisfy the initial
requirements. Still, the presentation of the results is not
sufficient, which constitutes the authors’ work not directly
comparable against others in the same field.

2) Network Attack Modeling and Security Evaluation
Framework:

Description: This series of works by the same authors
is different from the previous one, not only in their scope,
but also because it is backed by a great implementation
process. In [160], the authors present an Attack Modeling and
Security Evaluation Component (AMSEC), which if deployed
in tandem with a SIEM system is capable of (1) generating AT's
and SDGs based on the topological vulnerability analysis along
with zero-day vulnerabilities, (2) applying anytime algorithms
to provide a near real-time attack modeling, (3) analyzi
AGs to predict future attacker’s steps, (4) calculating secu
metrics that also reflect the response impact, and (5) selecti
the optimal security solution through an interactive decisio
support process.

The authors’ proof-of-concept implementation supports two
main modes, namely design and exploitation. In the first
mode, AMSEC operates offline takinggas input a model of
weak spots and
will eventually

in predicting attacker’s steps and g
countermeasures.

ecognizable by the AMSEC’s
atter also stores data obtained

The authors p
components:

o VDBUpdater - W updates the internal database of vulner-
abilities using information obtained from NVD.

o Network Constructor - It aims to create and modify
network models.

o Security Level Evaluator - It evaluates the overall security
level of the system starting from the analysis of the AGs
and the associated security metrics.

a profotype which contains three basic

An improvement of the previous model is presented in
[163], where the authors present CAMIAC (Cyber Attack
Modeling and Impact Assessment Framework), a framework
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which optimizes the AG building and analysis processes with
the goal to enable their usage in near real-time operations.

In [165], the authors extend their AMSEC prototype, by
proposing a novel approach to construct, modify, and analyze
the AG in a faster way, showing that it can achieve better
results if the analyzed network presents a limited number of
changes. In this way, they claim that it is possible to monitor a
large-scale network by updating only the t

generating and maintaining t
tified. Also, it is made clear
their actuality for a limited period of time,
changes in the secugity policies or in the net

e graphs decreases significantly, thus
o represent large-scale networks and

ype of reaction, the main idea of the authors
that discussed in Section IV-L1. Nevertheless,
of-concept is only partially implemented, thus
iting its capabilities to the detection of the attacker inside
onitored system. Therefore, the prototype shows limited
analysis capabilities, and only recommendations are given
to counteract security incidents. However, very few would
argue that the framework capabilities of automatically (or
semi-automatically) reacting to malicious activities is a key
requirement for any countermeasure strategy.

The authors’ framework works in combination with a Secu-
rity Data Repository, used to store information updated from
external sources and the results of the security evaluation
of the system. This database makes an extensive use of
standards (CPE, CVE, CVSS and CAPEC), thus providing
a standard way to represent and report cybersecurity-related
information. Note however that in the context of these works
this information is mainly used for the attack modeling phase,
without giving the proper importance to the reaction one.

Lastly, an interesting feature is the presence of an Interactive
Decision Support Module. This component interacts with the
admins through a graphical user interface (GUI) to let them
select the most appropriate security solutions, and define
their preferences regarding the different types of requirements
(risks, costs, benefits). The GUI is also able to visualize the
attacker’s position on the network map and uses different
colors to show different risk levels. Nevertheless, only recom-
mendations are presented, without any real implementation of
the suggested counteractions directly on the various network
assets.
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M. Shameli-Sendi et al. [168]

Description: In [168] the authors propose a novel IRS
architecture to select and deploy the optimal countermeasure in
the context of dynamic reaction to cyber threats. The problem
of providing countermeasures which maximize the security
performance and simultaneously minimize the negative effects
of the applied measures (i.e. impact on the system services and
cost) is treated as a MOOP.

Particularly, the proposed architecture leverages the capabil-
ities of SDGs and ADTs in an effort to respectively allocate
possible defense nodes and to evaluate the attack damage
cost. SDG are used to identify the interconnections among
the services in the network, so that both the negative impact
of attacks and countermeasures can be quantitatively evaluated
based on CIA attributes. Additionally, ADTs are employed to
extract the paths relative to an incoming attack, thus specific
countermeasures can be allocated on defense points to block
the intrusion.

When an alert is raised by an IDS, the proposed IRS
maps the alert to the ADT. In this way, attack paths and
defense points are identified. Starting from a predefined pool
of countermeasures, the IRS computes which of those can
be implemented based on 3 parameters that are evaluated
independently, namely security benefit, security impact, and
security cost. Once the Pareto set is generated, SAW met
[153] is used to extract the optimal solution. Moreover, the IF
evaluates the possibility to combine multiple countermeasures
To do so, the authors propose the vulnerabilities surface cov-
erage, which represents the vulnerabilities a countermeasure
is able to heal. In this way, joint and disjoint surfaces are
computed and, consequently, the countermeasure combina-
tion which covers the maximum g of vulnerabilities

the other, perform etter for their scenario. Furthermore,
a performance analySis is conducted, in which the authors
show that the proposed framework is able to respond in 449
milliseconds for their attack scenario.

Analysis: As stated previously, the authors use ADTs and
SDGs in an effort to model possible attack steps within the
monitored system and estimate their impact on the provided
services. Although this dual endeavor may result in a more
accurate attack representation, it has to be noticed that the
proposed framework performs with one ADT used to protect
a single asset. Notably, in real conditions, the protection of a
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complex system will require a forest of ADTs. This increases
the complexity of the problem and the time required to analyze
these trees. That is, more research is needed in this direction
to safely argue on the feasibility of the presented approach.
Additionally, the difficulty of generating and maintaining
SDGs remains an open challenge, since the authors state
that the importance and dependence between the services is
pre-defined by a security expert. However, identifying and
representing the interdependencies of e services in a
complex infrastructure is a cumbers and therefore
can lead to inefficiencies.

An interesting feature of this
defense strategy. That is, the
SDG, and then updated over ti

tas

e dynamism of the

particularly in the
a strong fluidity i

ario on a static network. Thus, more
to test this promising capability and

an ad-hoc attac
experiments are n
to demonstrate its fea
Notably, the authors e the security performance of
a given countermeasure the number of vulnerabilities it
gvers multiplied by the history of its success/failure. Since
e,countermeasures can be deployed simultaneously to
pgoing attack, a quite extensive study on the
presented. Although this methodology allows
0 quantitatively estimate the countermeasures’ performance,
is not straightforward to define a direct correlation between
lnerabilities and countermeasures. Actually, this association
od has been initially proposed in [126] and later demon-
strated in [127], and overall it is proved to be a complicated
task.
The presented testbed includes only 6 VMs connected by
4 virtual switches. One could argue that such a scenario does
not reflect the modern IT infrastructures, where hundreds of
machines are connected for providing services to the end-
users. Additionally, the complexity of the designed framework
is reported as O(|CM|*> + (|S| + [W| + |V| + |CM,]) x |CM|),
where |CM| represents the number of possible countermea-
sures, |S| is the number of services in the SDG, |W| is the
number of time windows used in the countermeasure goodness
evaluation, |V| represents the number of vulnerabilities within
the system, and |CM,| is the number of current deployed
countermeasures. It is clear that the presented framework lacks
in scalability, thus it unsuitable in the context of dynamic
reaction for complex networks.

N. Summary and comparison

This Section offers a comprehensive comparison of the
various works analyzed as part of this survey based on the
seven features introduced in Section III-B. For easy reference,
a summary of features per examined work is included in TA-
BLE III. In addition, an overview of the surveyed works with
reference to the publication year and their chief characteristics
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work.

[45], make uSe of a graphical
dependencies and the intercon-
assets and properties in the
s in [45] suggest the use of

focuses on applying €0
node representing agasset in the monitored system. From our
analysis, it can be safely deduced that a representation which is
able to formally model the system’s numerous dependencies is
a necessity both for depicting the system, but also for creating
the search space of the problem. In parallel with a formal
representation of the system, several probabilistic schemes
are utilized in an effort to model the system’s security states
transitioning. In this direction, the authors adopt BAGs [59] or
HMMs [107] to model the uncertainties which are introduced
in the process.
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Roy et al. [122] Viduto et al [45]
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. v -
ting on their novelty and core characteristics.

onsidering the numerous sources of uncertainty (e.g., IDS
false alarms, possible misconfigurations, target choices of the
attackers, etc.) and possible unpredictable states of the system
(e.g., zero day attacks) the adoption of such a probabilistic ap-
proach contributes toward more realistic solutions that can ef-
fectively support the decision maker. However, all the reviewed
works, besides those presented in [155]-[159], [168], treat the
attack model representation in a static manner. Under realistic
terms, a network’s parameters (e.g., topology, vulnerabilities,
configurations) are in a constant flux and this inevitably brings
changes to the attack modeling representations as new states,
nodes, and transitions occur. This ilk of changes happening in
a system should be dynamically reflected in the modeling pro-
cess, but unfortunately this feature is almost sure to increase
the complexity of the derived models. Interestingly, none of
the reviewed works considers this feature when it comes to
the evaluation of the overall complexity of the framework.

Another important conclusion of our survey is that most
of the analyzed works deal with the problem of cost-benefit
attack counteraction by utilizing optimization techniques. This
kind of solutions aim to define an optimal trade-off mainly
between metrics that reflect the potential attack cost and
those that quantify the impact and effectiveness of applying
defense strategies. In this direction, GAs [115] and ACO
[107] were utilized by leveraging single and multi-objective
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optimization cost functions for providing optimal sets of coun-
termeasures. The works presented in [40], [137], [151] make
use of Bellman’s optimization on top of MDPs to identify
the optimal defense strategies, while integer optimization and
Tabu Seach [78] were respectively used in [45], [122]. In
addition, multicriteria decision-making techniques like SAW,
PW and TOPSIS has been recruited in [168] in the context
of MOOP. Yet, the works presented in [155]-[166], [129],
[143] do not fall into this category of solutions, as the authors
propose their own heuristic optimization method to guide their
system to the optimal solution. The works presented in [115]
and [40] are of special interest as their models reflect the
dynamic relationship of the attacker and the defender. More
specifically, [115] uses two competitive populations in the
context of GAs that imitate an “arms race” between the two
entities with the aim to define equilibrium points, that is, a set
of countermeasures that can stop the attacker from increasing
their gain. In the same direction, the work presented in [40]
models the relationship of the attacker and the defender as
a game, where the two players make sequential moves to
increase their benefit. A different approach has been adopted
in [65] where MCDM methodologies were used to infer on
a set of possible countermeasures for eliminating the detected
incidents. From this set, a Pareto optimal set is derived on a
later step.

Another interesting fact stemming from TABLE III is
most of the proposed frameworks in the literature are destingd
to dynamically adapt to the events transpiring in the protecte@
system. As stated in Section III, a dynamic approach fits better
the needs of a countermeasure mechanism since the system
is able to adapt in real time to ongoing offensive incidents.
However, such a dynamic approach increases the complex-
ity of a countermeasure mechanisi we additionally
ttack modeling
performance of

given time instance
ing gveak points
the system.

ng offensive incidents is not
puntermeasure system.

stinguished the type of reaction
tomation level which actually

pport a reactive

process. As it can observed from TABLE III, only the
works in [107] and/[115] require the manual engagement of
the administrator, while the rest of them provide a higher level
of automation. The majority of the latter belong to the semi-
automated category, where the administrators supervise the
countermeasure system and the enforcement of any defensive
policy requires their approval before applied on the protected
system. Still, the works in [129], [151], [168] proposed a
fully-automated system, in which the defense mechanisms
react in an autonomous manner requiring minor intervention
by the administrators. More specifically, the administrators
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assign predefined directives that have to be followed by the
countermeasure system. The proposed system in [168] can
be characterised as fully-automated, but the administrator has
to identify the services’ dependencies and maintain the SDG
of the system. Overall, although fully-automated solutions
can respond immediately against ongoing attacks, the applied
decisions may differ from a security expert’s perspective,
resulting to unwanted after-effects like the over or under-
protection of network assets.

All the analyzed works adopt asse
provide a quantitative analysis of
propose, but as we can observe

ent methodologies to
defense strategy they
E III, this is being

adopt any globally accepted standard.
easure strategy should adopt the use

the security state of the system
at any time. In additiong'the adoption of standards ensures
across diverse systems. As it can be observed in
BV:S8 [105] is the most prominent standard used
e threats in a system. Even though, CRE [93]
[92] are scarce among the used standards, we
gue that they can not only significantly contribute in the
omration of countermeasure solutions, but also improve the
racy in predicting the security state of a system.

It is important to analyze the way the various works evaluate
the effectiveness of their proposal and specifically the ways
a security administrator (who relies on a countermeasure
system) can assess the outcome of the provided defensive
actions. To do so, we included in TABLE III the scale and
the type of the environments used in the evaluation of the
examined frameworks. We also report on the role of the
administrator to reflect the way they interact with the system.
As it can be observed from the table, 10 out of a total of
14 works ([115], [59], [122], [129], [107], [40], [143], [151],
[155]-[159], [168]) rely on a rather small-scale environment
to evaluate their solution, while 3 others ([45], [137], [65])
employed a medium-scale one. The sole work that considers a
large-scale testbed is that in [160]-[166]. It is also notable that
only the works in [129] and [168] utilized a real environment
instead of a simulation. The role of the administrator in most
of the surveyed works is to tune the system, while only in
[137] this entity is in charge to respond by giving feedback.
Also, the exact role of the administrator was not appreciable
in contributions [115], [129], [143], and [151].

Continuing on the performance criterion, the works pre-
sented in [137] and [115] are of special interest because of the
methods used to ensure the optimality of the result. Precisely,
the authors in [137] adopt a reinforcement learning approach,
where the administrator is able to give a feedback to the system
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and boost the learning process to more accurate results. On
the other hand, the framework proposed in [115] ensures the
effectiveness of the defense policy as it tests the latter against
several attack strategies based on the “arms race” method. The
goal is to define a policy that will impede the attacker from
penetrating further into the protected system. In the works
presented in [40], [107], [160]-[166], [155]-[159], [59], [65],
[122], [45] the administrator tunes the process of providing
optimal countermeasures by setting objectives to the system. In
[168] on the other hand, the administrator needs to update the
dependences among the system’s services. These objectives
are represented in an abstract way, either by specific trade-
offs in system’s metrics or IF-THEN rules, which are used to
infer on the security level of the system.

Finally, it is of significant importance to elaborate on
the performance of the proposed frameworks in terms of
scalability, time complexity, and response time.

Scalability: As observed from TABLE III, the majority of
the reported works are characterized by a low scalability due
to the inability of the attack modeling representations to scale.
This feature seems to be a substantial limitation in the field.
As already mentioned, this shortcoming becomes a major one
if we consider that none of the reported works but those in
[155]-[159], [168], consider dynamic changes in the network
parameters. Moreover, even though the authors in [I
[159], [168] consider a dynamically changing environmé
this is not advocated by their experiments, as no change
occurs in the employed topologies. However, according t@
their authors, the works presented in [40], [129], [137] have
a high scalability. In fact, this is why the solutions in [40],
[137] incorporate distributed architectures which disseminate
the computational task to the edge nodes instead of dealing

security state of the system, whi
CMDP representation, is debatable.

garding the complexity sub-
solutions present a high com-
lassified into low or medium

he propoSals were tested under simulated

ironafients raises questions about their
performance in a etworking environment. In addition,
another parameter that can augment the overall complexity is
the number of countermeasure actions that can be applied in
each particular case. In fact, the reviewed works engage only a
small fraction of the possible countermeasures. The existence
of several possible countermeasures for every possible security
state of the system can lead to a search space explosion and
challenge the optimization algorithms. On the contrary, the
works proposed in [40], [129] adopt a different approach,
as they model the system in a distributed manner, so that
the computational cost is not undertaken solely by a specific

and small-scale
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machine. However, these solutions introduce other limitations
inherited from the distributed environments, including trust
issues and the lack of accurate insight of the system’s state
at a central node in the architecture.

Response time: It is obvious from TABLE III that it
was practically infeasible to extract the response time for
all the surveyed works. This is because 6 of them ([115],
[591, [129], [143], [151], [155]-[159]) do not provide details
about the response time of the framewor propose when
activating the appropriate countermea§ires. This is actually
a controversial discovery as the iveness of a response
system is also determined by 4 to react within a

while 3 presente; [40])
and 2 seem to, egarding this metric ([107], [160]-
[166]). At t] o note that during the evaluation
none of ered the time needed to create the

ntation, while the small-size simulated
arantee the preciseness in response

attack modeling
environments can
time estimation.
All in all, it can be summarized that virtually all
the so far proposed solutidns in the field of countermeasures
elicitation suffer from scalability issues due to the bulky attack
ing representations, the numerous possible countermea-
dynamic nature of the monitored systems.



TABLE III: Side-by-side comparison of the surveyed works based on the features presented in Section III-B

Features for countermeasures strategy solutions
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provision techniques reaction
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. Dol L o Test bed: Small scale simulation
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Branch & Bound hgeger opti- e« Test bed: Small scale simulation
2012) Roy et al. [122], . . .
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(2012) Viduto et al. [45] « No attack modeling. An attack ° Ez;t bed: Medium scale simula- . )
Section TV-D model could be applied « Admin’s role: Tuning Static CVE Semi-automated N/A Low Avg
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V. RESEARCH CHALLENGES AND FUTURE DIRECTIONS

This Section builds on top of the previous one by detailing
on the challenges in the area of countermeasure strategies
against cyber attacks. The discussion revolves around 6 factors
that, according to the conducted survey, seem to be the most
prominent in the development of solutions in this particular
area.

A. Scalability

As it is shown in TABLE III, one of the main limitations
of the analyzed works is the poor scalability of the proposed
solutions. Only a few of them propose an approach which is
scalable, in the sense that complexity does not increase expo-
nentially with the number of parameters included in the attack
model. In fact, this characteristic is clearly reflected in the
pilot implementations of the described works; one can easily
notice that there is a lack in including an experimental section
which assesses the feasibility of the solution on a large-scale
environment in terms of number of hosts and interconnections.
It is therefore clear that the presented implementations can be
seen only as prototypes and they cannot reliably reflect the
size and complexity of real-life networks.

We identify the attack modeling as the main cause of this
deficiency. That is, most of the reported works use AGSs
and ATs as the referring model for exploring possible pat
which may be selected by an attacker. As stated in SectiQm
II-B1, these representations are widely used by the researc
community to model the attacker’s steps, because they are able
to reveal the cause-consequence relationship among the repre-
sented nodes of the graph, taking into account some elemental
parameters of the network, including its topology, connections,
vulnerabilities, and so forth. The dg gatures are really
useful in case of multi-step at the ability of
predicting the attacker’s path e. However, the

graphical representation of the attacker’
of the paths’ probability must be executed. However, this task
. modeling.

at in [56], do attempt to reduce
provement can be achieved by
d then update them when the
s way, the graphs do not have
and the saved resources can be
allocated for the phase [59]. However, this process
does not consider thaty’especially for dynamic environments,
there is a high probapility that the input used to build the graph
(i.e., network topology, asset vulnerabilities, and others) may
frequently change over time. In this case, the graph generation
cannot be considered as a one-time cost. That is, a dynamic
procedure is needed to update this representation by adding or
removing nodes without regenerating the graph from scratch.

Another possible amelioration in the analysis of the graphs
is the usage of special algorithms which are able to decrease
the analysis complexity and calculate the path probabilities
faster [170], [171]. The contribution of these algorithms lies
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mainly in a reduction of the search time in graphs, thus it can
be safely argued that the application of these methodologies
is suitable for this kind of problems. Given the evidence of
an intrusion on a graph node, all the connected paths must
be extracted. Besides this, the probabilities assignment on the
paths has to be computed in an efficient way, so as to make
the graph computation affordable for dynamic scenarios.
Perhaps, this inherent scalability issue can be solved if
looking at it from a broader perspective is, by focusing

« At the design stage, the syste
distributed architecture, whi

monitored system. In t
a great part of its impor

react will be considerable, giving them two main advantages:
(a) the possibility to defeat more potential intrusions, and (b)
the potential to select the most appropriate countermeasure (or
a set of them), which satisfies the required trade-off between
cost, impact, and effectiveness of the hardening measures.
Moreover, with a large pool of countermeasures, the use of
an optimization algorithm is sure to offer its own advantages,
giving its ability to react based on a combination of counter-
measures.

Nevertheless, there is a need for reliable sources of infor-
mation to build this knowledge. One possible solution is to
use security administrators’ expertise. As already pointed out,
we do consider the important role that security administrators
should play in this strategy. These people have certain budget
constraints, so the selection of countermeasures cannot exclude
their analysis and approval. Moreover, the task to define and
control the trade-off between effectiveness and cost of the
countermeasures is assigned to them, as they represent in this
vision a central point in which the flow of knowledge must
pass through. Having in mind these considerations, a security
expert should not be the only source of knowledge; rather,
they should directly act only in critical situations, and provide
feedback to the countermeasure selection process.

As described in Section III-BS5, another possible way to
tackle this problem is to use open standard platforms. The
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CVE database [50], for example, presents a list of known
vulnerabilities which have been discovered in computer sys-
tems during the recent years. The format of a CVE entry
provides a reference field, which normally provides a link
to an HTML page describing the problem and, in most
cases, possible workarounds. Following this methodology, a
translator, say, in the form of a software gateway can be used
for acquiring knowledge in text format and transform it into
another that is understandable by the underlying machines
[172]. Extending this concept to more vulnerability platforms
of this kind, one can anticipate the acquisition of a nearly
exhaustive knowledge of countermeasure solutions to perform
an accurate and successful reaction.

C. Standard representation

Another deficiency which arose during the study of the vari-
ous works consists in the absence of a standard representation
for the countermeasures. This issue is directly linked with the
previous one, meaning that with the presence of a common
and shared reaction intelligence, a standard format which
represents the counteractions will be greatly appreciated.

Following the same reasoning exposed for the counter-
measure knowledge, we consider a standard countermeasures
representation as a key feature in this context, as it can ena
essential information sharing among the different actors, thi
leading to an increase in the effectiveness of the implemented
actions in the mid or long-run.

It is true that so far some attempts have been done towards
this direction. An example is the Common Remediation Enu-
meration (CRE) [93], which is a component of the SCAP
that describe a
e configuration
installation/de-

othérs.

installation of software, a syste
Specifically, a CRE entry has the T

the entry is valid, expressed
Enumeration Applicability Lan-

platforms by forming complex logical

expressions out of individual CPE names and references
[173].

« Supporting references and metadata related to the CRE

entry.

A first draft of the CRE was given in 2011, but it was
discontinued as of March 2016 for reasons not publicly known.
Obviously, more research is needed to better appreciate the
helpfulness of this representation, and to find ways in which
it can be exploited for maximizing its benefits.
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D. Correlation between countermeasures and attacks

Once a comprehensive pool of countermeasures has been
created, a thorough study on the correlation between atomic
reaction steps and attacks is also needed. This is another
arduous aspect regarding the countermeasure strategy, espe-
cially when considering the great mass and the complexity of
possible attacks. Until now, a handful of attempts have been
conducted to solve this issue in [45], [1 but all of them
require a great effort from the security NThis is because
this kind of solutions rely on adminjsftator’s knowledge about
each threat. Hence, a systematic gy is needed toward
intertwining the available a the appropriate
countermeasures.

)

and bruteforce, among others.
ds to be conducted on the effect of

requirement is needed
a single countermeasure

mplex attacks, when applying
ay be not enough, or when a

ion is more effective or more convenient as the case
i ce, suppose that an information leakage is

1 be undertaken is to remove all the privileges
ssigned to that machine in order to block the malicious
ivisy. However, this may be not enough to stop the intrusion;
achine should be also isolated by blocking its network
connections.

Once the one-to-many relationships between countermea-
sures and attacks have been constructed, the logical sequel
is to build a many-to-many relationship between them. This
interlinking should consider also the confext in which the
countermeasures are applied. This means that a specific re-
action can be useful in a specific context, but ineffective or
useless if it is applied in another scenario.

E. Metrics and scoring system

As discussed in Section III-B5, the use of metrics is needed
to quantitatively analyze the experimental results provided by
each of the surveyed works, where applicable. So far, in the
literature, a plethora of security metrics has been proposed,
with the aim of capturing different aspects of the problem,
including attacks, networks topologies, cost and vulnerabilities
metrics [73]. Nevertheless, from our study, we realized that
there is a prominent lack of specific and commonly used
measurement systems for reliable countermeasure assessment.
While the application of a specific countermeasure is for
blocking an attack, it may also involve side effects, which
should be considered and quantified for optimizing the whole
process.
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As already pointed out in Section III-B5, currently a scoring
system for the vulnerabilities has been developed by the Forum
of Incident Response and Security Teams (FIRST) [105].

In this mindset, the creation of a countermeasure scoring
system is highly desirable. An important aspect to consider in
this regard is the possibility of adapting the countermeasure
score depending on temporal and environmental aspects, as
CVSS does for the vulnerabilities. That is, as a vulnerability
evolves during time and changes its impact depending on
the system where it is applied, also a countermeasure should
be considered as an evolving entity which, depending on the
above factors, updates its score.

From the survey of works conducted in the context of this
paper, a countermeasure scoring system should consider the
following parameters:

o Effectiveness of the solution. It is expressed as a percent-
age of coverage or a probability of success.

o Scope of the reaction. It is expressed as the ability of
impacting other components in the system, which could
be directly or indirectly affected by its enforcement.

o Maturity of the solution. It reflects the elapsed time from
which the solution has been deemed as functional.

o Impact on the system. It is expressed as a function of
availability, confidentiality and integrity impact of the
countermeasure on the ICT system.

o Implementation cost. It is part of the direct costs of
countermeasure, regarding its activation in the system.

o Maintenance cost. It represents the economic cost t
sustain the implementation of a countermeasure for long-
term reactions; it is calculated only for the long-term
countermeasures.

o Indirect cost. It reflects the colla

al economic dam-

apabities is desiderable. In thls
ull-fledged benchmark dataset

how to build Vahd d
new ones.

asets, which can be followed to create

F. Mitigating zero-day attacks

A last research challenge extracted from the survey con-
tucted in Section IV is the mitigation of zero-day attacks.
The dissection of the works reveals a notable shortcoming
of the literature, as the vast majority of the proposed coun-
termeasure provision solutions neglect any kind of reaction
against unknown offensive incidents. Even though the authors
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in [115], [137], [156], [160], [163] elaborate on the problem
of responding upon zero-day attacks, their implementations
and the experimental testbeds advocate that they cannot be
considered as concrete solutions. Without doubt, detecting
attacks derived from zero-day vulnerabilities is a challenging
task. One could say that counteracting such attacks is even
more challenging. In fact, until a fix is published to patch
the zero-day vulnerability, the corresponding systems remain
unprotected. This gives additional value countermeasure

The inefficiency of the curre
the fact that the attack mod

ay vulnerability metrics [5], [167] and
ards such as CWE [88]. Additionally,
Gs by taking into account zero-
day vulnerabilities [160 ds very promising for building
countermeasure systems 1 this direction. Without doubt, the
ectlveness and responsiveness of such a system constitute
ional research challenge.

security automatio
an approach of gener

VI. CONCLUSIONS

The convergence of network technologies around IP and
nness to the Internet and IoT, present major challenges
a security viewpoint. Today, more than ever, organiza-
tions are facing a plethora of highly diversified cyber attacks,
which tend to be more ingenious and decisive. In this highly
offensive and dynamic terrain, the need for full-blown, fine-
grained, and possibly automated reaction strategies in terms
of optimal countermeasure selection is highly demanded and
urgently needed. In fact, this necessity is observed in the recent
literature of ICT security by a number of works published
in well-respected journals and conferences during the last 5
years. In this context, the paper at hand is the first to our
knowledge to offer a comprehensive study of these works,
fulfilling the following three goals. First, it extracts common
criteria that can be used as a basis for comparing the various
existing (and future) works in this evolving field. Second, it
delves into each of the surveyed works, and through a critical
discussion, pinpoints its advantages and disadvantages. This,
in synergy with the identified criteria, leads to a comprehensive
side-by-side comparison of the included works and helps the
reader to obtain a holistic view of this particular field. Last,
it elaborates on the future research directions and challenges
in this topic, which can be used as a reference to anyone
interested in grasping the diverse facets of this area of research.
We anticipate that the current work will foster the development
of well-designed reaction frameworks and/or strategies capable
of nipping cyber attacks in the bud in an effective and cost-
efficient manner.
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As future directions, we will investigate on the development
of a methodology which is capable of addressing the above-
mentioned research challenges.
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APPENDIX
ACRONYMS

Acronym Reference abbreviation

ACO Ant Colony Optimization

ACT Attack Countermeasure Tree

ADT Attack Defense Tree

AG Attack Graph

ART Attack Response Tree

AT Attack Tree

AV Antivirus

BAG Bayesian Attack

CIA Confidentiality Availability and Int

CMDP ive Markov Decision Process

FTP

Fw

GA

HMM

ICT ion and Communications Technology

IDS

IPS Intrusion 1on System

IRS Intrusion

Multi-Criteria Decision Making

rkov Decision Process

Multi-Objective Optimization Problem

Partially Observable Markov Decision Process

Partially Observable Competitive Markov Decision
Process

Return-On-Investment

RORI Return-On-Response-Investment

RRE Response and Recovery Engine

SDG Service Dependency Graph

SIEM Security Information and Event Management
SLA Service Level Agreement

SOOP Single-Objective Optimization Problem

VM Virtual Machine
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