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a  b  s  t  r  a  c  t

Soft  computing  continuously  gains  interest  in many  fields  of  academic  and  industrial  domain;  among
the  most  notable  characteristics  for using  soft  computing  methodological  tools  is the  ability  to  handle
with  vague  and  imprecise  data  in decision  making  processes.  Similar  conditions  are  often  encountered  in
requirements  engineering.  In  this  paper,  we  introduce  the PriS  approach,  a security  and  privacy  require-
ments  engineering  framework  which  aims  at incorporating  privacy  requirements  early  in  the system
development  process.  Specifically,  PriS  provides  a set  of  concepts  for modelling  privacy  requirements  in
the organisation  domain  and  a systematic  way-of-working  for translating  these requirements  into  sys-
tem models.  The  conceptual  model  of  PriS  uses  a  goal  hierarchy  structure.  Every  privacy  requirement  is
either applied  or not  on every  goal.  To  this  end  every  privacy  requirement  is  a  variable  that  can  take  two
values  [0,1]  on every  goal  meaning  that the  requirements  constraints  the  goal  (value  1)  or  not  (value  0).
Following  this  way  of  working  PriS  ends  up suggesting  a  number  of  implementation  techniques  based
on  the privacy  requirements  constraining  the respective  goals.  Taking  into  account  that  the  mapping
of  privacy  variables  to  a crisp  set  consisting  of  two  values  [0,1]  is  constraining,  we  extend  also  the  PriS
framework  so  as to  be  able  to  address  the degree  of  participation  of  every  privacy  requirement  towards
achieving  the generic  goal  of  privacy.  Therefore,  we propose  a fuzzification  of  privacy  variables  that  maps

the expression  of the  degree  of participation  of each  privacy  variable  to the  [0,1]  interval.  We  also  present
a  mathematical  framework  that  allows  the  concurrent  management  of combined  independent  prefer-
ences  towards  the  necessity  of  a privacy  measure;  among  the  advantages  of  the  presented  extended
framework  is  the  scalability  of  the  approach  in  such  a  way  that  the  results  are  not  limited  by  the  number
of  independent  opinions  or by  the  number  of factors  considered  while  reasoning  for  a specific  selection

of  privacy  measures.

. Introduction

Privacy as a social and legal issue, traditionally, has been the
oncern of social scientists, philosophers and lawyers [1].  However,
he extended use of various software applications in the context of
asic e-services sets additional technology-related requirements
or protecting the electronic privacy of individuals.

Nowadays, protecting privacy is focused on reducing the infor-
ation collected and stored to a minimum, and deleting the
nformation as soon as it has served its purpose. Most of today’s
-services are relying on stored data, identifying the customer, his
references and previous record of transactions. However, com-
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bining such data will in many cases constitute an invasion of
privacy.

Privacy-related issues are many and varied, as privacy itself is
a multifaceted concept. Privacy comes in many forms, relating to
what one wishes to keep private. Review of current research, high-
lights the path for user privacy protection in terms of eight privacy
requirements namely identification, authentication,  authorization,
data protection,  anonymity,  pseudonymity,  unlinkability and unob-
servability [2–4]. The first three requirements are mainly security
requirements but they are included due to their key role in the
privacy protection. By addressing these requirements one aims to
minimize or eliminate the collection of user identifiable data.

Research efforts aiming to the protection of user privacy fall

in two  main categories: security-oriented requirement engineer-
ing methodologies and privacy enhancing technologies. The former
focus on methods and techniques for considering security issues
(including privacy) during the early stages of system development
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nd the latter describe technological solutions for assuring user
rivacy during system implementation. The main limitation of
ecurity requirement engineering methodologies is that they do
ot link the identified requirements with implementation solu-
ions. Understanding the relationship between user needs and the
apabilities of the supporting software systems is of critical impor-
ance. Privacy enhancing technologies, on the other hand, focus on
he software implementation alone, irrespective of the organiza-
ional context in which the system will be incorporated. This lack of
nowledge makes it difficult to determine which software solution
est fits the organizational needs. A review on a number of well-
nown privacy requirements engineering methods can be found in
ef. [5].

To this end, PriS, a new security requirements engineering
ethodology, has been introduced aiming to incorporate privacy

equirements early in the system development process. PriS mod-
ls privacy requirements in terms of business goals and uses the
oncept of privacy process patterns for describing the impact of pri-
acy goals onto the business processes and the associated software
ystems supporting these processes.

The conceptual model of PriS uses a goal hierarchy structure.
very privacy requirement is either applied or not on every goal.
he representation of a privacy requirement that constraints a goal
s achieved by the use of a variable which can take two values, zero
nd one. If one of the privacy requirements is applied on a specific
oal the respective privacy variable will be assigned with the value
f one otherwise will remain zero which was also its initial value.
hus, on every privacy-related goal seven privacy variables are
pplied and representing which privacy requirements constraint
he goal and which not (since pseudonymity can be considered
s part of anonymity, they are both addressed in one pattern).
ollowing this way of working PriS ends up suggesting a number
f implementation techniques based on the privacy requirements
onstraining the respective goals. While PriS successfully guides
he developers through the implementation phase by suggesting a
umber of implementation techniques it fails to address the degree
f participation of every privacy requirement for achieving the
eneric goal of privacy.

The contributions of this paper are the following: We  present
he PriS conceptual framework for privacy management in require-

ents engineering, along with a formal representation of PriS;
e extend also the presented framework using a soft computing

pproach that enables the expression of preferences from indepen-
ent participants in the system design process and their combined
anagement using fuzzy metrics; the presented approach has also

he advantage that it is not limited by the number of factors con-
idered while evaluating a metric nor by the number of preferences
onsidered.

The rest of this paper is structured as follows: Section 2 describes
he PriS conceptual framework and way of working. Formal PriS is
resented in Section 3. Section 4 presents the fuzzy extension of
riS. Finally, Section 5 concludes with pointers to future work.

. The PriS method

.1. PriS conceptual framework

PriS [6] is a security requirements engineering method,
hich incorporates privacy requirements early in the system
evelopment process. PriS considers privacy requirements as orga-
izational goals that need to be satisfied and adopts the use of

rivacy process patterns as a way to: (a) describe the effect of
rivacy requirements on business processes; and (b) facilitate the

dentification of the system architecture that best supports the
rivacy-related business processes.
Fig. 1. The EKD schema.

PriS provides a set of concepts for modelling privacy
requirements in the organisation domain and a systematic way-
of-working for translating these requirements into system models.
The conceptual model used in PriS is based on the Enterprise Knowl-
edge Development (EKD) framework [7,8], which is a systematic
approach to developing and documenting organisational knowl-
edge. This is achieved through the modelling of: (a) organisational
goals that express the intentional objectives that control and gov-
ern its operation, (b) the ‘physical’ processes, that collaboratively
operationalise organisational goals and (c) the software systems
that support the above processes.

The EKD generic schema is shown in Fig. 1. As shown in Fig. 1,
processes represent WHAT needs to be done, goals justify WHY  the
associated processes exist, while systems describe HOW processes
can be implemented in terms of appropriate system architectures.

In this way, a connection between system purpose and system
structure is established.

Based on this schema, PriS models privacy requirements as a
special type of goal (privacy goals) which constraint the causal
transformation of organisational goals into processes. From a
methodological perspective reasoning about privacy goals com-
prises of the following activities: (a) elicit privacy-related goals,
(b) analyse the impact of privacy goals on business processes, (c)
model affected processes using privacy process patterns and (d)
identify the technique(s) that best support/implement the above
processes. The PriS way-of-working is described in the following
section.

2.2. The PriS way of working

The first step concerns the elicitation of the privacy goals that
are relevant to the specific organisation. This task usually involves
a number of stakeholders and decision makers who aim to iden-
tify the basic privacy concerns and interpret the general privacy
requirements with respect to the specific application context into
consideration. In addition, existing privacy requirements already
forming part of the organisation’s goals are identified. The sec-
ond step consists of two stages. In the first stage the impact of
privacy goals on the organisational goals is identified and anal-
ysed. In the second stage, the impact of the privacy goals on the
relevant processes that realise these goals is examined and the
processes that realize the privacy-related goals are identified and
characterized as privacy-related processes. Having identified the
privacy-related processes the next step is to model them, based on
the relevant privacy process patterns. Business process patterns are

usually generalised process models, which include activities and
flows connecting them, presenting how a business should be run in
a specific domain [9].  The last step is to define the system architec-
ture that best supports the privacy-related process identified in the
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revious step. Once again, process pattern are used to identify the
roper implementation technique(s) that best support/implement
orresponding processes.

PriS assists in the application of privacy requirements in the
rganisational context as well as in providing a systematic way  of
ocating a number of system architectures that can realise these
equirements. PriS way of working assumes that privacy goals are
eneric–strategic organisational goals thus being mentioned high
n the goal model hierarchy.

. Formal PriS

The following sections formally describe the four activities men-
ioned in Section 2.1.

.1. Elicit privacy related goals

The conceptual model of PriS uses a goal hierarchy structure
nd especially a goal graph structure since beside the AND/OR rela-
ionship, the CONFLICT/SUPPORT relationship exists which can be
pplied in goals belonging at the same level of the hierarchy. Thus,
he goal model is defined as a directed acyclic graph as follows:

efinition 1. A directed acyclic graph V = (G,E) is defined for rep-
esenting the goal model.

 = ({G1,G2,G3, . . . . . . , Gv−1,Gv}, {E1, E2, E3, . . . . . . , Em−1, Em})

hereby, G1 . . . Gn are the total of all system’s goals and subgoals
s they are defined by the system’s stakeholders and E1 . . . Em are
he set of relationships between the identified goals.

The E set contains all the relationships between the goals of the
ierarchy. Every relationship is defined by the pair of the connected
oals and the type of their connection. Based on the conceptual
odel of PriS four types of connection exist: AND, OR, SUPPORT, and

ONFLICT. Every relationship type is expressed by a number from 1
o 4. Number 1 represents the OR relationship, number 2 the AND,
umber 3 the SUPPORT and number 4 the CONFLICT. In a relation-
hip, the more abstract goal is called parent goal where the more
pecific is called child goal. By defining the relationships among
oals, the goal hierarchy is also defined since the more abstract
oals belong in a higher level than their children.

Next we need to define which of the goals in the G set are
ffected by which privacy goal(s), (relationship HAS IMPACT ON).
o this end, seven privacy variables are introduced namely PV1,
V2, .., PV7. Every privacy goal is expressed by a variable which can
ake two values, 0 and 1. Every goal Gi is assigned seven values
hich represent which privacy requirements have an impact on

he specific goal and which do not.
If Gi is not an end goal (has child goals) then the privacy goals

hat affect goal Gi also affect all child goals of Gi regarding the type
f relationship between them.

The goal model is represented by an adjacency matrix. The first
ine and first column of the table consist of the goal names par-
icipating in the goal model. Every cell is assigned by one value
etween 0 and 4. The purpose of the matrix is to show which goals
re being connected and their connection type. Thus, the goals in
he lines represent the parent goals while the goals in the columns
epresent the child goals. When a cell contains the value of 0 indi-
ates that there is no connection between the goal referred to the

eginning of the line with the one referred to the beginning of the
olumn. Otherwise, a number between 1 and 4 is assigned indi-
ating that a connection between these goals does exist and the
onnection type is the one indicated by the number.
puting 11 (2011) 4341–4348 4343

3.2. Analyse the impact of privacy goals on business processes

First we  need to identify and create a link between the privacy-
related operationalised goals and the respective processes that
realise these goals. At the end of this step two tasks are accom-
plished. The identification of privacy-related processes and the
creation of the links between the privacy-related operationalised
goals and these processes (relationship IS REALISED in the concep-
tual model).

Next we must identify which privacy process patterns need to be
applied not only for modelling these processes but also for relating
them with the proper implementation techniques.

For the accomplishment of this purpose the concept of process
pattern variable is introduced. Process pattern variables, PP1 ... PP7
share the same logic like privacy variables. In particular, every pro-
cess is assigned seven values which are the values of the seven
process pattern variables. On every process pattern variable, two
values can be assigned. 1 and 0, indicates whether the respective
process pattern will be applied on the specific process or not.

3.3. Model affected processes using privacy process patterns

As mentioned above, every process is assigned a number of pro-
cess patterns variables, corresponding to the privacy goals affecting
the process. Despite the fact that the values of privacy variables are
assigned as one set, a classification among these variables exists.
Specifically, the first four privacy goals are related with identifica-
tion issues, while the last three have to do with anonymity issues.
In other words, the first four privacy goals focus on protecting pri-
vacy by identifying each subject and granting privileges regarding
the rights of this subject to the data that it tries to access, while
the last three privacy goals focus on protecting the privacy of each
subject by ensuring its anonymity or by preserving the revelation
of its personal data by malicious third parties.

Based on this classification, the seven privacy variables’ val-
ues of every operationalised subgoal are examined separately
and different rules exist when selecting the proper privacy
process patterns. In particular, based on the privacy process
patterns’ description the following statements are true: data pro-
tection > identification > authorisation > authentication and unob-
servability > unlinkability. The “>” symbol indicates that when an
operationalised goal has two or more privacy requirements the
process patterns that will be selected are always the left in the
equation. Authentication process pattern is applied only in the
cases where the specific request is supposed to be accessed only by
authenticated users. Authorisation is applied when different cate-
gories of data exist where authenticated users need certain rights
for accessing certain services. The identification pattern which
realises the respective requirement has a twofold role. Firstly to
protect both the user that accesses a resource or service and the
user’s data that are stored in the system and secondly to allow only
authorized people to access them. Specifically, when a user sub-
mits a request the identification process checks whether identity
is required or not. If identity is not needed the system returns the
information requested to the user without asking any kind of digital
identity. If the request is related to accessing private information or
accessing personalized services then the process of authorization
is triggered. It should be noted that user anonymity is not ensured
since this is not an anonymity service, just a transaction without
providing identities. If anonymity is also required then the relevant
process pattern, should also be applied. Regarding the data protec-
tion process pattern the aim is to ensure that every transaction with

personal data is realized according to the system’s and European’s
privacy regulations. When a user tries to access private data, an
identification process is triggered for identifying the user and for
granting him/her with the rights of reading, processing, storing, or
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eleting private data. Subsequently, if the user asks to perform any
f the above tasks the system checks whether this complies with
he privacy regulations and the request is either granted or denied,
ccordingly. The same applies in the case between unlinkability
nd unobservability. Anonymity/pseudonymity is not involved in
he realisation of any other process pattern. It should be mentioned
hat by the word involving it is meant that for the realisation of
dentification for example the realisation of authorisation is neces-
ary and for the authorisation the realisation of authentication. This
s represented as identification > authorisation > authentication.

PriS combines the above cases and rules and returns as a result
he values of the seven process pattern variables for every privacy
elated process.

As it was mentioned before, every process may  realise more
han one operationalised goals. In this case, before the selection
f the proper process patterns that will be applied on the specific
rocess, PriS identifies the maximum values between every privacy
equirement variable of each subgoal and creates a virtual goal G′

hat contains all seven maximum values.

efinition 2. ∀Gi ∈ G, which are realised by the same process Pk,
 new goal G′ is created and is defined as follows:

G′ = Gi ∨ Gj ∨ . . . ∨ Gk

PV ′
l
= [PVi

l
∨ PVj

l
∨ . . . ∨ PVk

l
]

here, k = the number of operationalised goals realised by one pro-
ess; l = 1,2, . . .,  7 (seven privacy variables for every goal).

Based on the above definition, PriS takes the maximum value of
very operationalised goal’s privacy variable and creates G’ which
onstitutes of the maximum values of every privacy variable.

.4. Identify the technique(s) that best support/implement the
bove processes

For describing which implementation techniques realise which
atterns, seven variables are assigned to every technique follow-

ng the same logic as before. Specifically, every implementation
echnique is assigned seven values, which represent which process
atterns it realises.

PriS checks the privacy-process patterns that are applied on
very process and for every pattern, it suggests a number of imple-
entation techniques according to their respective values. PriS can

ither suggest a number of implementation techniques separately
or every process pattern, or can suggest a number of techniques for
ll the identified process patterns. In the case where the combina-
ion of process patterns does not lead to a specific implementation
echnique, PriS suggests the techniques that realise most of the
rivacy-process patterns. It should be mentioned that PriS does
ot choose the best technique out of the suggested ones. This is
one by the developer who  has to consider other factors like cost,
omplexity, etc. PriS guides the developer by suggesting a num-
er of implementation techniques that satisfy the realisation of the
rivacy process patterns identified in the previous step.

PriS has been applied in an e-voting case study [6] and the main
rawback that arises is the non-flexible way that the method sug-
ests the implementation techniques which satisfy the identified
rocess patterns. Our main issue is to expand PriS by using fuzzy
heory for overcoming this drawback.

. Soft computing for requirements evaluation
.1. Preliminary concepts on sets and fuzzy set theory

In this section, we present in brief the basic concepts and nota-
ions of set theory and fuzzy set theory. We  use upper-case notation
puting 11 (2011) 4341–4348

to denote sets for example A denotes a set. In order to denote that
x is an element of a set A we use the notation x ∈ A. For every crisp
set X there exists a characteristic membership function f that maps
elements of X to the set {0,1}. For example, f(x) = 0 means that x
does not belong to A where f(x) = 1 means that x is a member of A.

If every member of set A is also a member of set B (∀x ∈ A ⇒ x ∈ B)
then A is called a subset of B and we  denote this using the notation
A ⊆ B. If we have A ⊆ B and A, B are not equal or mathematically
written A /= B, then we  call A to be a proper subset of B, or alter-
natively A ⊂ B. We  denote the empty set, or in other words the set
that contains no elements with the symbol Ø. The union of sets A
and B is a set that contains all the elements that belong to any of
the two  sets. We  use the symbol ∪ to denote the union of two sets;
more specifically we have A ∪ B ={X|x ∈ A or x ∈ B}. The generaliza-
tion of the union operation to more than two  sets can be defined as
∪Ak

k ∈ K
= {k|k ∈ Ak for some k ∈ K}. In a similar manner, we denote

as intersection ∩ the set that comprises by all the common elements
of two  or more sets. We  use the notation A ∩ B ={X|x ∈ A and x ∈ B}.
The generalized intersection for more than two  sets can be written

in a similar manner as previously:
∪Ak

k ∈ K
= {k|k ∈ Ak for any k ∈ K}.

Fuzzy set theory provides us with the possibility to represent
one form of uncertainty. For non-infinite sets which we  use in our
approach, the following definition holds [10]:

Definition 3. Given a universal set X and a nonempty family ℘ of
subsets of X, a fuzzy measure on 〈X, ℘〉 is a function g: ℘ → [0,1]
that satisfies the requirements:

(1) g(Ø) = 0 and g(X) = 1
(2) for all A, B, ∈℘, if A ⊆ B then g(A) ≤ g(B)

The first requirement states that always the element that we
examine does not belong to the empty set and always belongs to
the universal set. The second requirement expresses the fact that
the evidence of an element being part of a set must be at least as
great as the evidence that the element belongs to any subset of it.
It is obvious that fuzzy measures are generalizations of probability
measures as expressed in their classical form; such generalizations
are useful in cases of uncertainty and will be used in the following
sections.

4.2. Methodology

In order to avoid the non-flexible nature that characterizes crisp
sets, fuzzy set theory provides an alternative means to express sit-
uations with uncertainty. It is hard to believe that in most cases the
importance of a requirement can be explicitly determined; instead,
it is more realistic to expect that we will be able to our willingness to
incorporate some feature on a given scale. To this end, fuzzy theory
provides the theoretical tools to handle such uncertainty, express-
ing a degree of satisfaction of a given requirement expressed on a
given scale expressed in the [0,1] interval.

Fuzzy measures help interpret vague, imprecise and in general
data that may  not follow some well expected behaviour; as such we
may  also consider data that are associated with subjective opinions,
for example an evaluation from a human expert. In that case the
metrics under consideration need to be interpreted on grounds of
statistical or other appropriate methodological tools such as those
provided by evidence theory [10].

We  present the mathematical background and expressions and

apply these theoretical tools to help us overcome the imprecise-
ness that is the outcome of cooperation between different partners
with different needs and experiences in a software project. In such
a case we argue that the determination of different priorities while
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ssessing the requirements of a given implementation often leads
o a conflicting situation due to the presence of different estima-
ions; such a conflict may  be overcome by means of an overall
valuation of each participant’s preferences and the related support
n its usefulness.

Therefore we argue that using fuzzy measures and evidence the-
ry, we can determine the degree of support towards a given fact;
hus, considering that different participants determine their pref-
rence towards a given security requirement, we  can determine

 joint degree of satisfaction and determine the most critical to
mplement while others that do not have a strong joint preference

ay  be neglected.
In evidence theory, of major importance are belief mea-

ures, which can be defined as a function mapping a given
et to the [0,1] interval: Bel:P(X) → [0,1]. The belief mea-
ure may  be interpreted as the degree of confidence that a
act is true or that a given element belongs to a set. It is
bvious that if X is the set for which its subjects are con-
idered, then the following relations stand: Bel(Ø) = 0, Bel(X) = 1,
el(A1 ∪ A2 ∪ . . . ∪ An) ≥

∑
iBel(Ai) −

∑
i<kBel(Ai ∩ Ak) + . . . +(− 1)n+1

el(Ai ∩ A2 ∩ . . . ∩ An) for all subsets A of X (1).
Considering the facts A1, A2, ..., An, are pair-wise disjoint the

nequality (1) requires that the belief required with the union of
he sub-sets is no smaller than the sum of belief pertaining to each
ndividual set.

heorem. The inequality relation supports the monotonicity
equirement necessary for all fuzzy functions.

roof. Consider the inequality relation for n = 2.
If: B = A1–A2, then A1 = B ∪ A2 and Bel(A2) ∩ Bel(A1) ≥ Bel(A2) +

el(B) − Bel(A2 ∩ B) and because Bel(A2 ∩ B) = Bel( ∅)= 0 we  have
el(A1) ≥ Bel(A2) + Bel(B) ≥ Bel(A2) which proves the monotonicity
roperty for two independent sets. �

The Belief metric can be represented by a function m:
(X) → [0,1], such that m(Ø) = 0 and

∑
m(A) = 1. Function m(A)

xpresses the proportion to which available evidence supports the
laim that a particular element belongs to A. In other words the
elation between the metric and the supporting function can be
xpressed as:

el(A) =
∑

B|B⊆A

m(B). (2)

The utility of the aforementioned measures is considerable in
ase that the evidence comes from independent sources (for exam-
le from independent evaluators). We  are interested in estimating
he joint estimation m1,2 by considering in our calculations the
ndependent assignments to values m1, m2 from two independent
ources.

Therefore in order to calculate m1,2 for the set A considering the
vidence that focuses on subset B ∈ P(X) and on the subset C ∈ P(X)
he following sum of products needs to be calculated:
∑

∩C=A

m1(B) · m2(C) (3)

or all A /= ∅.  Since m1,2(Ø) should equal to 0, we  need to
xclude the following sum of products of these subsets who’s
ntersection results in the empty set:

∑
B∩C=∅m1(B) · m2(C). Since

A∈P(X)m(A) = 1, the combined evidence we are seeking is calcu-
ated if we subtract the value

∑
B∩C=∅m1(B) · m2(C) from 1 resulting

n: 1 −
∑

B∩C=∅m1(B) · m2(C). For normalization purposes the final
esult for the combined evidence m1,2(A) is given by the following

quation:

1,2 =
∑

B∩C=AB ∩ C = ∅∑
B∩C=∅B ∩ C = ∅

. (4)
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We  need at this point to remark that while the value m(A) char-
acterizes the degree of evidence that the specific element under
consideration belongs to a specific set A, the belief metric Bel(A)
characterizes the total evidence or belief that the element under
consideration belongs to set A or to any of the specific subsets of A;
this is apparent from the fact that the values for the belief metric
are extracted based on the estimation of the m metric, according to
Eq. (2).

4.3. Applicability in the software design process

The aforementioned metrics may  be utilized in the system
design process as a need to handle the uncertainty and different
estimations related with either the nature of software projects or
with the different perceptions of project contributors in respect to
the necessity and applicability of patterns that implement certain
goals. We  seek to formalise a calculation of a joint combination of
two independent sources that reason over the usefulness of a mea-
sure, based on different estimations that take into account different
factors. Then, using Eq. (1) we  make a joint calculation. The com-
bined evidence facilitates the selection of appropriate technologies
that realize the necessary process patterns. We  consider that we
have two different parties that contribute to the selection process.

In a given project we consider that a given set of requirements
is implemented by a integrating a given number of measures. As X
we may  consider the universal set of measures that implement a
specific requirement. We  consider next the subsets N, A and C that:
(a) the first subset N includes the measures that are by presump-
tive evidence essential in implementing a specific requirement, (b)
the set A includes the measures that are cost-efficient (affordable)
and provide a value for money and (c) is the set of measures that
their complexity is such that allows their integration into a given
software project.

We  consider a project that will be implemented by different
partners, each one of which evaluates with a different priority the
necessity for specific integration of appropriate technologies that
implement a given target.

For example, we consider the authentication process pattern:
From the relative table of related technologies we  select the fol-
lowing:

• Identity management
• Biometrics
• Smart cards
• Permission management
• Monitoring and auditing tools

For each of the available technologies the two parties will eval-
uate based on the three criteria we previously described: the
necessity of a measure, the cost for its implementation and the
complexity for its development. For each of the two  parties we  will
consider that each one assigns a value that shows to which degree
it belongs to the given set (ex the degree that it is not expensive
in respect to its efficiency) and the belief towards this estimation.
Then we combine the evidence from the two  sources according
to Eq. (4) so that the outcome produces the combined evidence.
The same process can be applied iteratively when more factors are
considered for a given project.

We  will show the applicability of our approach by evaluating
one of the technologies that implement the authentication process
pattern: the use of biometrics.

Considering the three different subsets N, A, C that include the

necessary, affordable (cost-effective) and complex-low technolo-
gies, two independent evaluations are considered; therefore, we
assign a value that shows the degree to which the biometrics
technology falls into one of the independent categories or their
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Table 1
Combined evidence from independent sources while implementing a specific pri-
vacy measure (e.g. use of biometrics) in PriS.

Elements Partner 1 Partner 2 Combined value

m1 Bel1 m2 Bel2 m1,2 Bel1,2

N 0.05 0.05 0.10 0.10 0.20 0.20
A  0.01 0.01 0.02 0.02 0.03 0.03
C  0.04 0.04 0.08 0.08 0.07 0.07
N  ∪ A 0.20 0.26 0.10 0.22 0.12 0.35
A  ∪ C 0.20 0.25 0.30 0.40 0.24 0.34

c
r
w

K

F

m
∪  A)  m2

(1

t
v

m
)  m2(A

(1  −  

m
)  m2(C

(1  −

m 1(N 

m 1(N ∪

m

d
t
p
t
w
a
v
i
e
v
T
i
i
i

N  ∪ C 0.20 0.29 0.10 0.28 0.22 0.49
N  ∪ A ∪ C 0.30 1 0.30 1 0.12 1

ombination. We  need now to calculate the normalization factor,
epresented as the denominator 1 −

∑
B∩C=∅m1(B) · m2(C). Thus,

e have:

 =
∑

B∩C=∅
m1(B) · m2(C) = m1(N)m2(A) + m1(N)m2(C) + m1(N) m2

× (A ∪ C) + m1(A)m2(N) + m1(A)m2(C) + m1(A)m2(N ∪ C) + m1

× (C)m2(N) + m1(C)m2(A) + m1(C)m2(N ∪ A). (5)

or our case K = 0.023.
The joint calculation for m1,2(N) gives:

1,2(N)  = (m1(N)  m2(N)  +  m1(N)  m2(N  ∪  A)  +  m1(N)  m2(N  ∪  C)  +  m1(N)  m2(N  ∪  A  ∪  C)  +  m1(N  

Using Eq. (4) in a similar manner we have the following equa-
ions for the joint calculation of the combined values for the
ariables under consideration.

1,2(A)  = (m1(A)  m2(A)  +  m1(A)  m2(N  ∪  A)  +  m1(A)  m2(A  ∪  C)  +  m1(A)  m2(N  ∪  A  ∪  C)  + m1(N  ∪  A

1,2(C)  = (m1(C)  m2(C)  + m1(C)  m2(A  ∪  C)  +  m1(C)  m2(N  ∪  C)  +  m1(C)m2(N  ∪  A  ∪  C)  +  m1(A  ∪  C

1,2(N ∪ C) = (m1(N ∪ C) m2(N ∪ C) + m1(N ∪ C) m2(N ∪ A ∪ C) + m

(1 − K)

1,2(N ∪ A) = (m1(N ∪ A) m2(N ∪ A) + m1(N ∪ A) m2(N ∪ A ∪ C) + m

(1 − K)

1,2(N ∪ A ∪ C) = ((m1(N ∪ A ∪ C) m2(N ∪ A ∪ C))
(1 − K)

(11)

The results are summarised in Table 1.
By examining Table 1 and the graphical representation of these

ata at Fig. 2 we see that although there is some support towards
he use of this technology by all the participating in the evaluation
rocess parties, there are concerns about the cost effectiveness of
his measure as a means to achieve the specific target. For example,
e see that although the values of N from each party and combined

re not negligible, still the values assigned for the A variable are
ery low for both parties and their combined values also. Compar-
ng also the values assigned for subsets as unions of independent
vents, we see that the joint value m1,2(N ∪ A) has a relatively lower
alue than the value for m1,2(A ∪ C) or the joint value m1,2(N ∪ C).

his expresses the concern about whether there is a strong need to
mplement such a measure in respect to the cost required; primar-
ly this values is affected by the low values all the parties assigned
ndependently to the A variable. The values for the union of the
(N)  +  m1(N  ∪  A)  m2(N  ∪  C)  +  m1(N  ∪  C)  m2(N)  +  m1(N  ∪  C)  m2(N  ∪  A)  +  m1(N  ∪  A  ∪  C)  m2(N))
 −  K)

(6)

)  +  m1(N  ∪  A) m2(A  ∪  C)  +  m1(A  ∪  C) m2(A)  +  m1(A  ∪  C) m2(N  ∪  A)  +  m1(N  ∪  A  ∪  C)  m2(A))
K)

(7)

)  +  m1(A ∪  C)  m2(N  ∪  C) +  m1(N  ∪  C)  m2(C)  +  m1(N  ∪  C)  m2(A  ∪  C) +  m1(N  ∪  A  ∪ C) m2(C))
 K)

(8)

∪ C ∪ A) m2(N ∪ C)+)
(9)

 C ∪ A) m2(N ∪ A)+)
(10)

Fig. 2. Graphical representation of combined evidence values for biometrics.

subsets have as expected considerably higher values than the val-
ues for each individual variable considered independently; this was
expected since each technology has higher possibilities to belong to
either one of the various categories, than to a single one. For exam-
ple each technology has more chances of being either cost-effective
either non-complex either necessary for the implementation of a
specific privacy requirement than the possibility that this technol-
ogy has to an adequate degree one of the above characteristics.
In addition the possibility that one candidate solution belongs to

any of the previous subsets to some extent is equal to 1 which is
expressed by the corresponding value for the Belief variable. If this
was not the case, then the technology under consideration would
not have any of the characteristics of interest to us and thus there
would be no point to be considered for the achievement of a specific
privacy requirement.

For reasons of completeness, we will provide another similar
example so that from the comparison of the two  approaches the
application of our approach will be clearer. We  have performed an
evaluation by asking the participating parties to evaluate the use
of an alternative solution, more specifically the use of smart cards.
This technique in general is considered as more cost effective and
does not require the use and storage of sensitive personal data as

it was  the case in the previous example. We  have recorded the
values assigned by the evaluating parties for the variables under
consideration and calculated the combined values using Eqs. (5)
and (11). The results are summarised in Table 2.
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Table  2
Combined evidence from independent sources for the evaluation of smart cards as
a  privacy measure in PriS.

Elements Partner 1 Partner 2 Combined value

m1 Bel1 m2 Bel2 m1,2 Bel1,2

N 0.03 0.03 0.05 0.05 0.05 0.08
A  0.04 0.04 0.03 0.03 0.03 0.07
C  0.03 0.03 0.02 0.02 0.2 0.08
N  ∪ A 0.1 0.17 0.15 0.23 0.15 0.27
A  ∪ C 0.1 0.17 0.18 0.23 0.18 0.24
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N  ∪ C 0.2 0.26 0.2 0.27 0.21 0.26
N  ∪ A ∪ C 0.3 1 0.37 1 0.37 1

By observing Table 2 or the graphical representation of the
ecorded values at Fig. 3 we see that there is a stronger support
n respect to the cost variable in the previous example (we  see that
he combined value for A is more than double than in the previous
xample). This was expected since there is in general a higher cost
hen implementing a strong security measure such as biometrics;

mart cards on the other hand are considered cheaper as a means to
mplement security. We  also notice that there is stronger evidence
or the values of m1,2(N ∪ A ∪ C) which means that there is stronger
vidence towards implementing the second solution (smart cards)
han implementing the first (biometrics).

.4. Discussion and further analysis

Software requirements engineering is a discipline where many
arameters have to be dealt with and this is also apparent by the
ontinuous evolving of new methodologies trying to tackle with
he variety of problems. The difficulty in capturing and implement-
ng the requirements is due to different non measurable factors
uch as the participation of clients in the process of requirements
athering, the different non functional requirements (such as the
ost, the implementation platforms available, the methodologi-
al and software tools often imposed to the developers), as well
s the different perceptions that each developer has that makes
ifficult to make all the different opinions align to a solid solu-
ion. Taking all these into account the PriS method provides a
olid methodological approach that facilitates incorporation of pri-
acy requirements early in the system development process. The
xtended PriS framework proposed in this paper attempts to tackle
ith the issue of managing uncertainty in the presence of differ-

ntiating opinions from different developers, an issue that was not
ddressed in previous versions of PriS. It is essential to point out

hat the PRiS framework allows the developer to grade each solu-
ion that satisfies a requirement in such a way  that it is difficult
o be formulated. For example if a solution satisfies more than one
equirement, although it might be expensive than it has greater

ig. 3. Graphical representation of combined evidence values for smart cards.
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importance and it can be rated as such; this is an important fac-
tor that allows the proposed solutions to be graded according to
different criteria according to the expert’s opinion. But introduc-
ing uncertainty as a parameter complicates things and demands an
approach that allows handling this issue appropriately; the prob-
lem of dealing with uncertainty in expert’s opinions has been an
important issue in many fields of research, were different factors
need to be approximated based on judgment due to the fact that
certain parameters are not measurable. Various methods often used
in relevant literature able to deal with uncertainty are Bayesian
approaches, prediction expansion, model set expansion and as in
our case, Dempster–Shafer theory. In the probabilistic approach,
when an expert does not have adequate information to provide
fixed values of the probabilities of a model being correct or about
the validity of a parameter in forming a specific result it is preferable
that this uncertainty is expressed in numerical intervals in terms of
a subjective probability distribution f (p1, p2, ..., pn−1). For example,
in the case of two  possible alternatives M1, M2, the expert, instead of
assigning a fixed value of p1, may  provide a probability density func-
tion expressing his/her epistemic uncertainty; if, for example, the
expert believes that the value of p1 is located somewhere between
0.3 and 0.6, with no preference for any value within the range, this
uncertainty could be represented by a uniform probability density
function in [0.3, 0.6]. The uncertainty regarding the probabilities pl
described by the distribution f is often referred to as second-order
uncertainty.

We should note however that there are specific limitations
[11] when it comes to characterizing uncertainty using single
probability values or probability; more specifically when assign-
ing a value for a combined set of models (features in our case),
and one of them does not contribute as the other it is not pos-
sible to make the distinction and promote the contribution of
one of the two. On the other hand, the Dempster–Shafer method
has proved to be a proper framework for effectively representing
the uncertainty on the correctness of the different hypotheses by
means of two  limiting values, belief and plausibility, overtaking
the aforementioned difficulties. The added value of the approach
is particularly evident in the case in which some possible param-
eters do not contribute to the model for any reason, and that
may  lead to counterintuitive results if addressed probabilistically.
The comparison between Dempster–Shafer theory and probabilis-
tic or Bayesian approaches are out of the scope of this paper
and the interested reader may  refer to [11,12] for more concrete
examples.

Another issue worth noting is that by introducing, in our
approach, the normalization factor (1 − K) at the denominator we
normalise the values and consider the appearance of strongly con-
flicting evidence as unlikely, associating thus such conflicts with
the null set; in relevant literature there has been a lot of discussion
on managing conflicts in evidence theory. In [13], Zadeh presents
an example with a medical scenario in presence of conflicting evi-
dence from different medical experts; it is shown that the combined
evidence for unlikely events with high degrees of belief towards
this unlikelihood, may  result in a case where these not so prob-
able events are given priority (due to the high support values on
this unlikelihood). We  need to clarify that in our examples, due to
the nature of the software development process and due also to
the fact that the variables have been specified from the beginning
and are not assigned ad hoc by the evaluators, we do not consider
that two different experts in the field will give conflicting evidence
while examining the same parameters for the same technology. For
example, the use of biometrics is considered by most of the people

as more expensive than the alternative technologies; the opinions
about its necessity may  also may  vary but not to such an extent –
under usual circumstances – so as to disturb the results as in the
medical scenario presented in Ref. [13], where it was  also possible
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or a doctor to introduce a totally different diagnosis as a param-
ter under examination. Still, we need to mention that if during
he application of our methodology such conflicts are encountered,
hey can be handled – if they arise – by adjusting appropriately
q. (4) using Yager’s modified rule [14] which does not considers
he normalization factor, or the Ianagaki’s unified combination rule
15,16]. However, we need to notice that a complete negotiation
f management of conflicts in evidence theory in not within the
cope of this paper per se; we need to emphasize though that the
ethodological tools are present already if similar cases of conflict-

ng evidence arise and appearance of such conflicts even unlikely
oes not consist a burden to our approach.

We have thus provided methodological tools that help the
evelopers estimate the most appropriate solutions by consider-

ng combined opinions from independent sources while developing
rivacy measures in the software design process. The afore-
entioned method enables also to tackle a serious problem of

stimating the combined opinions in a formal manner. Also it is
mportant to note that the method is not limited by the number
f independent evaluations nor by the number of subsets (factors)
onsidered prior to making the decision.

. Conclusions

A number of Privacy Enhancing Technologies (PETs) have been
eveloped for realizing privacy. The purpose of PETs is to protect
he privacy of individuals, while still enabling them to interact
ith other parties in a modern society, using electronic commu-
ications. Examples of PETs include the Anonymizer [17], Crowds
18,19], Onion Routing [20,21], Dc-Nets [22,23], Mix-Nets [24,25],
ordes [26], GAP [27], and Tor [28]. Nevertheless, PET’s are usually
ddressed either directly at the implementation stage of the sys-
em development process or as an add-on long after the system is
sed by individuals.

From a software systems perspective, a number of security
riented technologies and architectures have been proposed in
he literature [29]. These architectures consider privacy require-

ents earlier in the systems development process, at the design
evel. However, they focus only on specific privacy issues with-
ut providing an intergraded solution for meeting all basic privacy
equirements. As far as we know, none of the existing method-
logies present a holistic approach for addressing the specific
rivacy requirements and their relationship with the respective

mplementation techniques that realise these requirements. Also
ost of these architectures do not offer any software tool for

ssisting the developer in realizing the elicited privacy require-
ents and analyzing their impact on organisation’s goals and

rocesses.
To this end, PriS, a new security requirements engineering

ethodology, has been introduced aiming to incorporate privacy
equirements early in the system development process. Decision
aking in software design process is not always straightforward;

ften the implementation of specific privacy related countermea-
ures depends on the evaluation of different factors for which
ften opinions vary among the project partners. We  have pre-
ented a fuzzy approach that allows the combination of different
stimations in a formal manner. The combined evidence allows
etter decision making since the resulting values from indepen-

ent sources may  produce reliable results that can be evaluated
n the [0,1] scale. The process is extendable not only to the num-
er of parameters examined, but also to the number of evaluators,
llowing thus better and detached results.

[
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