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Abstract— As privacy engineering gains much attention, re-

cently literature records a number of methodologies that support 

software designers to model privacy – aware systems starting 

from the early stages of the software lifecycle until the late design 

stages prior to implementation. However, in order for these 

methodologies to be used and applied successfully from system 

engineers, it is important to be developed following a number of 

existing usability criteria for increasing designers’ acceptance 

and performance. In this paper, we, initially, identify the set of 

usability criteria presented in the respective literature and exam-

ine how the existing privacy requirement engineering methodolo-

gies conform with these usability criteria. The results show that 

most methodologies conform with a number of criteria but still 

there are opportunities for further improvements. 

Index Terms— Usability, Comparison, Privacy, Privacy 

Requirements Methodologies, Privacy Engineering, Privacy by 

Design Introduction  

I. INTRODUCTION 

The importance of considering privacy as a part of a sys-

tem’s development process is widely accepted as an important 

aspect towards the development of privacy-aware systems. As 

a result, a number of privacy requirements methodologies have 

been introduced in order to assist system designers and devel-

opers to analyse and elicit privacy requirements for different 

software systems and in different architectures. Due to the in-

creased usage of such methodologies, it has become important 

to ensure not only that they can support the elicitation and 

analysis of privacy requirements, but also to be developed with 

the appropriate usability aspects in mind, in order to ensure that 

it will be applied in the intended and proper way. 

Usability is defined by the ISO 9241-11 [1] as “the extent 

to which a product can be used by specified users to achieve 

specified goals with effectiveness, efficiency and satisfaction in 

a specified context of use”. A more IT oriented definition, that 

is provided by [2], states that “Usability refers to the quality of 

a user’s experience when interacting with products or systems, 

including websites, software, devices, or applications. Usability 

is about effectiveness, efficiency and the overall satisfaction of 

the user”.  

Requirement Engineering methods use various concepts for 

eliciting and modelling functional and non-functional require-

ments. Lately, due to the vast amount of the recorded privacy 

incidents, the increased user awareness about privacy protec-

tion, the common understanding that privacy is a multifaceted 

concept that requires attention from the early stages of system 

design (privacy by design initiatives) etc., many software engi-

neering methods were introduced, and existing methods adopt-

ed their way of working in order to be able to support the elici-

tation and modelling of privacy requirements. A number of 

these methods stay on a very abstract level while others include 

tool support for assisting engineering in accomplishing a holis-

tic approach during system design. To the best of our 

knowledge, usability criteria have never been considered as a 

way for assessing the usability of every method. Thus, this pa-

per moves into this direction, by presenting well-known re-

quirement engineering methods that deal specifically or addi-

tionally with privacy and examines their usability against vari-

ous usability criteria, identified in the respective literature.  

Specifically, the remainder of the paper is organised as fol-

lows. The identified usability criteria and their definitions are 

presented in section 2. In section 3 the requirement engineering 

methodologies that deal with privacy are described. Section 4 

presents the results of this study, by tailoring every identified 

usability criterion to the context of requirement engineering 

methodologies. The comparison results are shown in the same 

section. Finally, section 5 concludes the paper. 

II. DEFINING USABILITY CRITERIA 

As the information technology is rapidly grown, engineers 

develop systems that use different technologies and infrastruc-

tures in order to serve potential users. It is important to notice 

that a system is usable when users with or without technical 

background are able to use the system and complete their tasks 

without requiring the knowledge of the background system’s 

processes [3]. Thus, usability is a critical sector in the Infor-

mation Technology, as any system has to be usable in order to 

support users to complete their tasks successfully. Usability is 

examined over the user interface (UI) and the system itself [4-

8]. However, at this point, it should be reported that, as our 



work concerns the usability in privacy requirements methodol-

ogies, we identified the connection of usability with such 

methods. This analysis is presented in section 4. 

Literature records a number of usability criteria in a wide 

range of IT sectors. The aim of this section is to summarise the 

usability criteria that are reported in the literature of several IT 

sectors. Due to sectors’ wide range, we had to restrict the selec-

tion of them. In that case, we selected these sectors that report 

many usability criteria. The selected sectors are: cloud compu-

ting, software engineering, mobile devices, web services, and 

health care systems. Additionally, during analysing these crite-

ria, we match them with the specific IT sectors in order to high-

light the importance of these usability criteria in specific sys-

tems or architectures.  

Usability criteria can be considered as a base for software 

engineers that design systems in order to examine on time the 

usability of the system into consideration.  The most reported 

guidelines are based on ISO 9241-11 [1] contents and Nielsen 

criteria for usable user interfaces or systems [9]. Relating this 

ISO, effectiveness, efficiency and satisfaction are three re-

quirements that a system should fulfil [10]. Nielsen proposed 

ten criteria related to aesthetic of interface, help, prevention of 

errors, the flexibility of use, consistency of system’s actions, 

visibility of system’s status, etc. [9]. 

In order to review those criteria that can describe a system 

as usable, we consolidate ISO 9241-11, Nielsen criteria, and 

the usability criteria that have been recorded in the literature. 

The most common identified criteria are: accessibility, adapta-

bility, aesthetics, completeness, consistency, control customisa-

tion, error prevention, help, learnability, memorability, predict-

ability, reliability, responsiveness, simplicity, transparency, 

understandability, usefulness, valuableness, and visibility. A 

more comprehensive analysis of these criteria follows in order 

to explain how each criterion is applied in several approaches 

as well as the potential connections among them. 

Accessibility: Although this criterion is important for all 

sectors, it is examined mostly in cloud computing and web 

services. Cloud computing provides shared computing re-

sources which should be accessible to consumers with a variety 

of needs and characteristics. Similarly, web services should be 

accessible to their consumers to achieve goals in specific con-

texts of use. Services of these two sectors should not be acces-

sible only by expert users, but also by users with specific skills. 

For example, a system should be usable by hearing or visually 

impaired users [3][8]. 

Adaptability: The system should be able to be adapted ac-

cording to changes in its environment or in parts of the system 

itself. This criterion is mostly examined in cloud computing 

and mobile services [6] [11]. 

Aesthetics: This criterion is examined mostly on mobile 

devices and is related to the interface of the system. The inter-

face should be designed in such a way that the product will be 

appealing, friendly and attractive to the user. [3] [10-11]. 

Completeness: Systems should be designed in a way that 

all user requirements can be satisfied, so users will complete 

their tasks effectively. This criterion is reported mostly to cloud 

computing and web services [3] [11]. 

Consistency: This criterion indicates that systems and their 

user interfaces should be consistent to help users complete their 

tasks. If functions, notifications, symbols, etc. have consisten-

cy, services offered by the respective systems will be less con-

fusing to users. It is mostly used in cloud computing, and mo-

bile devices [3] [8] [10-11]. 

Control: Users should have the control of the system. They 

should have the choice of agreeing to or refusing some actions. 

This encourages users to continue using systems because they 

feel more comfortable while using them. This criterion is used 

on cloud computing, mobile devices and web services [3] [8] 

[10]. 

Customisation: Systems are used by users with different 

skills, knowledge and needs. A system should be customisable 

in order to be used by many users. For example, language se-

lection could be provided as an option. This criterion is exam-

ined mostly on cloud computing and web services [3] [8]. 

Error prevention: To avoid errors, all systems should have 

this criterion. Alerts, notifications or other ways to warn users 

for potentially wrong choices or actions are helpful. This crite-

rion is examined in all discussed sectors [3-6] [10-11]. 

Help: All products should have some short of documenta-

tion, which helps users to understand the way that specific ac-

tions should be carried out to complete a task. This criterion is 

examined mostly on mobile devices and web services [3] [10]. 

Learnability: When a user utilises a system’s functions 

and learn how to use it, then, the aim of this criterion is accom-

plished. This criterion is reported mostly on cloud computing, 

software and mobile services [3-6] [11]. 

Memorability: The scope of this criterion is accomplished 

when a user remembers some sequences of actions after having 

used a product or service on a previous occasion. A user is, in 

this case, more prone to using it. Especially, this criterion is 

examined in cloud computing, mobile devices and software 

engineering [5-6] [11-12]. 

Predictability: Users should anticipate the next state of a 

system, given the current one. Predictability is a criterion that is 

given high attention, especially by developers of cloud compu-

ting applications [2]. 

Reliability: Having this criterion, a system should perform 

its required functions under stated conditions for a specified 

period. It is mostly examined in cloud computing, web ser-

vices, and health care sector [3] [8] [11]. 

Responsiveness: This criterion is mainly examined in 

cloud computing because this sector requires a higher degree of 

performance. If a system reacts quickly, it keeps users engaged 

and does not inconvenience them [8]. 

Simplicity: Simple systems do not mean low-level de-

signed systems (e.g., less buttons, categories, etc.). A system 

should be well designed and well structured. This criterion is 

examined mostly on cloud computing and web services [3] 

[11]. 

Transparency: One of the most important principles for 

human-computer interaction is the transparency of a system. 

Users should use systems without knowing the systems’ func-

tions. This criterion is used by all sectors [3] [8]. 



Understandability: In every sector all functions should be 

understandable by their users. This criterion is examined in all 

sectors. Understandability facilitates the efficient interaction of 

the users with the product, in order for the former to complete 

their tasks [3] [5]. 

Usefulness: All systems should be useful and offer infor-

mation to their users. For example, health care systems are use-

ful for hospital staff and their patients because they keep rec-

ords of patients’ history, appointments, etc. Hospitals need 

systems to improve their processes, save time, etc. Before de-

signing a product or a service, developers should know who 

will use it, why they need it and other information to create a 

more useful system for the specified audience. This criterion is 

examined in all sectors [3]. 

Valuableness: A system is valuable when it provides func-

tions that are less likely possible to find in other systems. This 

criterion is mainly examined on cloud computing environment 

[8]. 

Visibility: During the interaction between users and sys-

tems, the state of these systems should be given to users. Users 

should know the current state of systems to manage their ac-

tions. Visibility is mostly reported on cloud computing, mobile 

devices and web services [3] [8] [10]. 

III. PRIVACY REQUIREMENTS METHODOLOGIES 

As the software industry presents a rapid growth during the 

last decades, many methodologies and tools have been intro-

duced in order to support system analysis and design process. 

However, the software engineering community realised that 

any possible security and privacy attacks might cause many 

costly and time-consuming processes. Under these circum-

stances, many researchers considered the need for examining 

security and privacy not as an ad-hoc process during imple-

mentation stage but as an integrated process during the system 

analysis and design level. Thus, a number of requirements en-

gineering methods that deal specifically or additionally with 

privacy issues, have been introduced in order to support the 

elicitation of i) privacy requirements or ii) privacy in parallel 

with security requirements from the early stage of system de-

sign level. In this section, first, we review a number of privacy 

requirements engineering methods. This analysis serves in our 

analysis presented in section 4. 

A. Privacy Requirements Engineering Methodologies Review 

1) LINDUUN: LINDDUN [13] is aiming to support the 

elicitation and fulfilment of privacy requirements in software-

based systems through a privacy threat analysis framework. 

The first step of LINDDUN methodology comprises the 

design of a data flow diagram (DFD) of the system, as well as 

the identification of the privacy threats of the system. Then, 

the identified privacy threats are related to the listed elements 

of the DFD. According to the LINDDUN methodology, 

threats are categorised in seven types: Linkability, 

Identifiability, Non-repudiation, Detectability, Information 

Disclosure, Content Unawareness, Policy and consent Non-

compliance. Privacy threats trees and misuse cases are used in 

order the threat scenarios of the system to be collected. 

LINDDUN methodology supports system designers to select 

the appropriate techniques that satisfy the selected privacy 

requirements through matching privacy-enhancing 

technologies (PET’s) to each identified privacy requirement. 

LINDDUN is not supported by a formal tool. 

2) SQUARE for Privacy: SQUARE methodology [14] was 

first introduced as a risk-driven method that supports the 

elicitation, categorisation, prioritisation and inspection of the 

security requirements through a number of specific steps. As 

privacy plays an important role in software engineering and 

SQUARE does not support the elicitation of privacy 

requirements, the authors of SQUARE extended their 

methodology in order to support the elicitation of privacy 

requirements at the early stages of software life cycle. 

SQUARE for privacy [15] follows the same steps as the 

original SQUARE method in conjunction with the Privacy 

Requirements Elicitation Technique (PRET) [16]. PRET tool 

includes a database of privacy requirements based on privacy 

laws and regulations with the prospect of supporting the 

elicitation and prioritisation of privacy requirements.   

3) PriS: PriS [17] is referred as a goal-oriented approach 

that considers privacy requirements as organisational goals 

that have to be achieved by the system into consideration. 

Additionally, PriS uses privacy-process patterns in order to 

model the privacy-related organisational processes, to describe 

the affected organisational processes by the privacy goals, and 

to support system developers to select the most appropriate 

implementation techniques and architectures that best satisfy 

privacy goals.  PriS method includes a formal case tool [18] in 

order to support the operation of the method. 

4) RBAC: The RBAC [19] framework has been introduced 

as an agent-oriented framework that is aiming to model 

privacy requirements and to map user’s roles and permissions 

with a structured way. The main idea of the RBAC method is 

that it considers privacy requirements as constraints on 

permissions and user’s roles in order to define access control 

policies. The RBAC framework is not supported by software 

tool. 

5) STRAP: The STRAP [20] method has been introduced in 

order to promote the design of privacy-aware systems and to 

support system designers to identify privacy requirements 

from the early stage of systems’ design level. STRAP is 

referred as a goal-oriented approach and it is based on a 

structured analysis of privacy vulnerabilities, as well as on an 

iterative process of four steps (Analysis, Refinement, 

Evaluation and Iteration) for the integration of preferences. 

The main idea of this method is that the derived privacy 

vulnerabilities are identified as privacy requirements and these 

vulnerabilities are considered as obstacles in the satisfaction of 

a system's functional requirements. The STRAP method is not 

supported by formal tool. 

6) Secure Tropos with PriS: Islam et al. [21] presented a 

model-based process that takes into consideration security and 

privacy concepts in parallel at the early stages of system 

analysis and design. This process integrates two different 



methods. Secure Tropos is the main methodology that is used 

in order security requirements to be identified. However, as 

this method does not consider privacy concepts, Secure 

Tropos extended by integrating the PriS method. In this way, it 

is possible the parallel identification of security and privacy 

requirements of a system. Thus, security and privacy 

requirements of a system into consideration can be identified 

in parallel [22]. 

7) The i* method: The i* method [23] was introduced as an 

agent-oriented method that focuses on system agents and their 

interdependencies and was aiming to analyse, model and 

design the organisation's processes at the early stages of 

system design. However, recently, the i* method is used in 

order to support the identification of security and privacy 

requirements of a system into consideration and to model 

these requirements through the system processes. The method 

focuses on the notion of soft goals, as it does not examine the 

overall system goals but the individual goals of system’s 

actors. As it is referred above, the primary target of the i* 

method is to construct a domain model that will capture all the 

involved actors and their dependencies in order to perform an 

accurate security analysis. The i* method is formally 

supported by a case tool namely Organisation Modelling 

Environment (OME) [24]. 

B. Structural analysis of the Privacy Requirements 

Engineering methodologies  

Based on the respective literature [25-26], a RE methodolo-

gy mainly consists of its modelling language, processes, and 

tool. The modelling language can be graphical or textual and 

both cases use specific notation. The visual notation of a graph-

ical modelling language consists of a set of graphical symbols, 

a set of compositional rules and definitions of the meaning of 

each symbol [27]. In particular, each concept can be described 

by using 1D graphic elements (lines), 2D graphic elements 

(areas), 3D graphic elements (volumes), textual elements (la-

bels), and spatial relationships. In the examined methodologies 

we have identified the use of figures, such as rectangles, trian-

gles, polygons, ellipses, circles, polylines, text objects, etc. A 

textual modelling language includes several variables with data 

types, such as Boolean and Integer, connected with the use of 

various symbols (i.e. <, >, =, ∩, ∈, and !=) and/or keywords, 

like Boolean logical operators (i.e. Boolean AND, OR, and 

NOT). The privacy requirements methodology is applied 

through its several processes, i.e. distinct phases/steps. Some 

methodologies offer specific tools (software programs) to sup-

port their use. 

Table I summarises the privacy requirements engineering 

methods that presented in the previous subsection and records 

the type of their modelling language, processes, and the formal 

tools that some of these methods are supported from. 

As it is reported previously, the concept of LINDUUN 

methodology is a privacy threat analysis. The method consists 

of a graphical modelling language and its concept is described 

using figures (e.g., a circle is used for the “root threat”). Con-

necting all the defined figures, diagrams are created (e.g., threat 

tree for linkability of a data flow), which are used for the appli-

cation of the methodology. The design of privacy threat trees 

supports the processes of LINDDUN and the threat scenario of 

the system is collected.  

The same parts are included in the method Secure Tropos 

with PriS. The method uses a graphical modelling language, 

where figures are defined and used (e.g., a circle is used for the 

“actors”). Through the activities of this method (e.g., identifica-

tion of requirements, etc.), security and privacy concepts are 

considered in parallel at the early stage of system analysis.  

Equally, the method RBAC consists of modelling language 

and processes. In this method, the modelling language is textu-

al, i.e. it uses logical operators (e.g., BOOLEAN AND, OR, 

etc.) and variables. RBAC supports the modelling of privacy 

requirements and user privacy preferences through processes, 

e.g., the Role-Permission Analysis (RPA) phase.  

The SQUARE method for privacy is supported by a tool, 

namely Privacy Requirements Elicitation Technique (PRET), 

which helps the elicitation and prioritisation of privacy re-

quirements. Applying the processes of SQUARE for privacy 

method (e.g., selection of elicitation techniques, inspection of 

requirements, etc.), privacy requirements are elicited at the 

early stages of software development process. 

STRAP is the only method, which consists of one part, i.e. 

the processes. Following the four steps of STRAP (e.g., analy-

sis, refinements of privacy requirements, etc.), system design-

ers achieve to analyse and elicit privacy requirements at the 

early stage of system design circle.  

In contrast with the other methods, PriS and i* include all 

the parts presented in Table 2. The modelling language of PriS 

is textual, as the notation concerns variables (e.g., A⊆B), vari-

ous symbols (e.g., ∨, ∪, ∈), keywords, etc. Through the pro-

cesses of this method, privacy requirements are integrated into 

the system design process. PriS method is supported by the 

tool, which is called PriS case. On the other hand, i* method 

uses a graphical modelling language, where figures are defined 

and used (e.g., a circle is used for the “actors”). The aim of this 

method is to support the modelling of security and privacy re-

quirements of a system into consideration, which is achieved 

by several processes (e.g., the analysis of the attacker, vulnera-

bilities, etc.) The method i* is supported by a case tool, namely 

the Organisation Modelling Environment (OME) tool. 

TABLE I.  PRIVACY REQUIREMENTS METHODOLOGIES 

Method Methodology’s part 

 Language Processes Tool 

 
Graphical Textual  

Supported 

by tool 

Formal 

Tool 

LINDDUN      

SQUARE      PRET 

PriS 
    

PriS 
Case 

tool 

RBAC      

STRAP      

Secure Tropos 

with PriS 
     

i*     OME 



IV. USABILITY CRITERIA IN PRIVACY REQUIREMENTS 

METHODOLOGIES 

In this section we examine the fulfillment of each usability 

criterion on every methodology as presented before. Specifical-

ly, the analysis is conducted in two sections. Firstly, we pro-

vide specific meaning to every usability criterion presented in 

section 2 for the assessment of the privacy requirements engi-

neering methodologies since the criteria presented before are 

generic enough and are not defined specifically for assessment 

of the RE methods addressed in this paper. Next, we match 

which criteria belong to the assessment part of the respective 

methods. For instance, aesthetics criterion, concerns 

exclusively the use of the tools that support the methodologies. 

This matching can assist system designers or developers that 

need to evaluate the usability of a methodology, as they will be 

able to examine usability criteria only in the appropriate parts 

of the methodology into consideration. The results of this 

analysis are summarised and presented in Table 2. Afterwards, 

based on the results presented in Tables I and II, we analysed 

which usability criteria are connected to which parts of the pri-

vacy requirements methods described in Section 3. A such 

analysis supports a future research regarding the evaluation of 

these methods considering usability issues. The results of this 

analysis are presented in Table 3.   

Accessibility: This criterion examines if the processes of 

the methodology and the tools that support the methodology 

are easily accessible by individuals anytime. For instance, the 

tool and the processes of a methodology could be considered 

accessible, when they are available on the web for free 

downloading and the installation process is easy by anyone 

interested. 

Adaptability: The criterion is referred to the ability of the 

tools to be adapted in different users’ environments, like in 

different operation systems or in different system architectures 

(traditional or cloud environments). The criterion of 

adaptability is linked with the criterion of accessibility, while a 

tool in order to be accessible should be adaptable to different 

environments as well.  

Aesthetics: This particular criterion concerns the 

appearance of the tool’s interface. Namely, some questions that 

could be considered are: i) Are the colours attractive? Do they 

match each other? ii) Are the used shapes understandable? iv) 

Is the placement of the buttons – actions understandable or 

confusing to the user? 

Completeness: The criterion of completeness is referred to 

the ability of a methodology to facilitate user’s to complete 

tasks via well-defined steps. In other words, it examines 

whether the steps of the methodology help users to complete 

their actions. This usability criterion can be examined at all 

parts of a methodology, like the formal language, the notation, 

the processes and the tool of a method. In the case of the tool, it 

is examined whether the user interface is understandable and if 

the tool’s steps and commands are clear and comprehensible. 

Consistency: This usability criterion concerns the 

consistency of the defined steps that provides a methodology in 

order users to complete their tasks. The processes of a 

methodology should provide a continuous flow; the supported 

tool should be distinguished from the coherence of its functions 

and the formal language should represent with accuracy the 

defined steps of the processes. 

Control: Control criterion is referred to the use of the tool 

that supports a methodology, where users must be able to 

control their actions and their results, so that they are 

autonomous and feel comfortable during the use of the tool. 

Customisation: This criterion concerns exclusively the use 

of the tool that supports a methodology and is referred to the 

ability of a user to customise the tools’ options depending on 

their occasional needs. 

Error prevention: The error prevention criterion can be 

examined in cases that a methodology is supported by a tool 

and it is referred to the ability of the tool to prevent users from 

mistakes during their actions, by providing them with error 

messages, confirmation messages, etc. Moreover, the tool 

should be understandable to users in order to prevent them 

from possible mistakes. 

Help: This usability criterion can be examined at all parts 

of a methodology, like the formal language, the processes and 

the tool of a method. The formal language should be described 

in detail to be understandable. Methodologies’ steps should be 

explained in a document in order to help users to accomplish 

their tasks. Usually, this document has the form of a guide. 

Learnability: Based on its definition, the steps contained in 

each methodology should be understandable so that the user 

can learn how to use such methodologies. The same applies to 

the tool. 

Memorability: When a methodology has comprehensible 

modelling language and steps, it is easier for the user to 

remember them. In addition, the functions of the tool that users 

interact with, should be understandable. In this case, modelling 

language, processes and tool will satisfy the user and they will 

use them again with less effort, because upon using them, they 

can remember their steps, etc. 

Predictability: While using the tool, the user should be 

sure regarding the results of their actions each time. For 

example, if the user wants to delete a file pressing the 

corresponding button, then the system should delete the file and 

not insert another one. When there is a consistency between the 

actions of the user and the functions of the system, then the 

system is predictable. 

Reliability: The tool of a methodology should provide its 

functions in the same way under various conditions for a 

specified period of time. In that case, the user will use the tool 

with consistency without changing their actions’ flow. 

Responsiveness: The tool should work and respond 

quickly. The users should use the tool with effectiveness and 

efficiency without distracting them from their actions and 

making extra effort. 

Simplicity: The language, steps and tool of the 

methodologies must be understandable and easy to use. If all 

these parts are simple and well-described, it is easier for the 

user to use the methodology. 

Transparency: This criterion concerns on the background 

processes of the system. The interaction between user and 

computer should be transparent, as the user should not know, 



understand, be informed about the background processes of the 

tool. 

Understandability: If a methodology includes 

understandable processes and they are not complicated, 

misspelled, or sophisticated, then the users will understand and 

succeed in completing their actions. The same concerns the 

language and tool. 

Usefulness: In this case, the usefulness of a methodology’s 

formal language, processes and tool for fulfilling a goal is 

important, i.e. whether they are useful for the user’s purpose. 

Valuableness: Based on this criterion, users will be able to 

know the value of the processes and tool, either economic or 

qualitative. It answers questions such as why to use them, what 

they will offer us, why we should invest on them. A tool or the 

processes should consider this criterion because it raises the 

value of their use. 

Visibility: By ensuring this criterion, the user is aware of 

the state and the processing carried out by the tool. 

Table 2 summarises the assignment of usability criteria to 

the parts of methodologies. According to Table 2, it is clear 

that some usability criteria cannot be examined in all parts of a 

methodology but only in some of them. Thus, we distinguish 

three different categories of usability criteria that can be 

examined, depending on the parts of the methodology that 

someone needs to examine. 

Category I – Modelling Language: Completeness, 

Consistency, Help, Memorability, Simplicity, 

Understandability, Usefulness. 

Category II – Processes: Accessibility, Completeness, 

Consistency, Help, Learnability, Memorability, Simplicity, 

Understandability, Usefulness, Valuableness. 

Category III – Tools: Accessibility, Adaptability, 

Aesthetics, Completeness, Consistency, Control, 

Customisation, Error prevention, Help, Learnability, 

Memorability, Predictability, Reliability, Responsiveness, 

Simplicity, Transparency, Understandability, Usefulness, 

Valuableness, Visibility. 

At this point, it is noted that the whole set of usability 

criteria can be examined only in the related tools that support 

the methodologies. Otherwise, for instance, in case that system 

designers need to examine the usability of a privacy 

requirements method in its processes or language parts, only 

the existing usability criteria that belong in the relevant 

Categories (I or II) can be considered. 

 

Based on the above categorisation and the parts of the 

privacy requirements methodologies, described in Table 2, we 

present a second-level analysis, which concerns the 

correspondence between the usability criteria and the parts of 

the privacy requirements methodologies. 

TABLE II.  USABILITY CRITERIA IN THE PARTS OF A METHODOLOGY 

Usability 

Criteria 
Parts of a methodology 

 Modelling Language Processes Tool 

 Graphical Textual   

Accessibility   X X 

Usability 

Criteria 
Parts of a methodology 

 Modelling Language Processes Tool 

 Graphical Textual   

Adaptability    X 

Aesthetics    X 

Completeness X X X X 

Consistency Χ X X Χ 

Control    X 

Customisation    X 

Error prevention    X 

Help X X Χ Χ 

Learnability   X Χ 

Memorability X X Χ Χ 

Predictability    X 

Reliability    X 

Responsiveness    X 

Simplicity X X X X 

Transparency    X 

Understandability X X X X 

Usefulness X X X Χ 

Valuableness   Χ Χ 

Visibility    Χ 

 

More specifically, as LINDDUN includes only a Graphical 

Language and the relevant processes, the usability criteria of 

the corresponding categories I and II can be examined.  

On the other hand, SQUARE for privacy methodology does 

not include a formal language but it is supported by a formal 

tool and the relevant processes. Thus, all the usability criteria 

can be considered during examining the usability of its tool but 

only the criteria of Category II can be examined for the 

processes part of the method SQUARE for privacy.  

 As it is described in Table 2, PriS methodology includes all 

the parts of a methodology, namely textual formal language, 

processes and formal tool. So, the usability criteria of the 

Categories I, II and III can be examined for the corresponding 

parts.  

Regarding to RBAC and Secure Tropos with PriS 

methodologies, both of them include formal language and 

processes. The difference is that RBAC uses a Textual formal 

language, while Secure Tropos with PriS uses a Graphical 

formal Language. Thus, in both of them, usability criteria that 

belong in Category I, can be considered for the Language part 

of methodologies and usability criteria that belong in Category 

II can be examined for the main processes of these 

methodologies. 

STRAP methodology includes only a main process and it is 

not supported by a formal language or tool. Thus, in case of 



evaluation of this method, only the set of usability criteria in 

Category II can be examined.   

Finally, as the i* method includes a Graphical Language, 

processes and it is supported by a formal tool, the set of 

usability criteria from the three categories can be considered 

for evaluating the corresponding parts of the methodology.  

Table 3 summarises the usability criteria that can be 

considered in each privacy requirements methodology 

depending on the parts that includes each one. 

TABLE III.  MATCHING USABILITY CRITERIA WITH PRIVACY 

REQUIREMENTS METHODOLOGIES 

Criterion Privacy Requirements Methodologies 

 M1 M2 M3 M4 M5 M6 M7 

Accessibility P P, T P, T P P P P, T 

Adaptability  T T    T 

Aesthetics  T T    T 

Completeness 
GL, 

P 
P, T 

TL, 

P, T 

TL

, P 
P 

GL, 

P 

GL, 

P, T 

Consistency 
GL, 

P 
P, T 

TL, 

P, T 

TL

, P 
P 

GL, 

P 

GL, 

P, T 

Control  T T    T 

Customisation  T T    T 

Error 

prevention 
 T T    T 

Help 
GL, 

P 
P, T 

TL, 

P, T 

TL

, P 
P 

GL, 

P 

GL, 

P, T 

Learnability P P, T P, T P P P P, T 

Memorability 
GL, 

P 
P, T 

TL, 

P, T 
P P 

GL, 

P 

GL, 

P, T 

Predictability  T T    T 

Reliability  T T    T 

Responsiveness  T T    T 

Simplicity 
GL, 

P 
P, T 

TL, 

P, T 

TL

, P 
P 

GL, 

P 

GL, 

P, T 

Transparency  T T    T 

Understandabili

ty 

GL, 

P 
P, T 

TL, 

P, T 

TL

, P 
P 

GL, 

P 

GL, 

P, T 

Usefulness 
GL, 

P 
P, T 

TL, 

P, T 

TL

, P 
P 

GL, 

P 

GL, 

P, T 

Valuableness P P, T P, T P P P P, T 

Visibility  T T    T 

 
* M1=LINDDUN, M2=SQUARE for privacy, M3=PriS, M4=RBAC, 
M5=STRAP, M6=Secure Tropos + PriS, M7=i*, GL= Graphical Language, 

TL= Textual Language, P= Processes, T= Tool 

V. CONCLUSIONS 

A number of privacy requirements methodologies have 

been introduced in order to support the development of priva-

cy-aware systems. However, in order for these methodologies 

to be applicable during system design stage, it should be en-

sured that they cover the appropriate usability aspects. The aim 

of a method is to be used by users with different characteristics 

and knowledge and this can be achieved by examining usability 

during the early stages of its design lifecycle. Any methodolo-

gy must be usable by people with or without technical back-

ground in order to be applied successfully and to achieve its 

goals. Otherwise, the methodology will not be able to achieve 

the 100% of its goals and the user will not be satisfied by the 

results. 

During our review, we observed that literature does not 

record any efforts to consider the usability of privacy require-

ments engineering methods. The aim of this work was to cover 

partly this gap by examining how usability can be combined 

with privacy requirements methods. To achieve that, we elicit-

ed and redefined the usability criteria in order to understand 

how they can contribute in such methods. Next, we analysed 

existing privacy requirements approaches. Afterwards, we de-

termined which usability criteria can be examined in each part 

of these methodologies. This study can be used by developers 

in order to determine the criteria that should be considered dur-

ing the design of such methodologies. Finally, we presented 

which usability criteria can be examined in the existing privacy 

requirements methodologies. It is worth noting that each de-

fined usability criterion might be applied in all or in some parts 

of a privacy requirements methodology. This approach could 

be a pattern for a future evaluation of these privacy require-

ments methods regarding usability. However, as security and 

privacy are two different concepts that should be examined in 

parallel during designing information systems in order to pre-

vent possible privacy and security incidents, we believe that 

this work could be a first step not only for assessing usability in 

privacy requirements engineering methods but security re-

quirements engineering methods as well.  Concluding, usability 

is an important sector and developers should consider such 

issues for the effective use of the privacy requirements meth-

ods. 
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