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The Importance of Context-Dependent Privacy Requirements
and Perceptions to the Design of Privacy-Aware Systems

Aggeliki Tsohou, Costas Lambrinoudakis, Spyros Kokolakis, and Stefanos Gritzalis

Keywords: Context-Dependent Privacy, Privacy Assur-
ance, Privacy Enhancing Technologies, Privacy Require-
ments.

1 Introduction
As a result of the way that information and communica-

tion systems are utilized nowadays, personal data is becom-
ing available or can be collected from various sites and in
many different ways around the world. Undoubtedly the
utilization of personal information leads to several advan-
tages, such as personalized and more flexible customer serv-
ices. At the same time, however, personal data may be mis-
used in several ways, in violation of a user’s privacy. An
example could be drawn from the medical sector. Consider
a web site providing medical information and advice; any-
one can address, via the Internet, a specific request to the
medical web site and obtain the information they want, pro-
vided that they have been registered. The organization main-
taining the medical web site can easily generate "user pro-
files" by monitoring how often specific users are visiting
the site and the type of medical information they are inter-
ested in. Such information can then be utilized for purposes
that invade user privacy and are therefore in breach of Di-
rective 95/46/EC of the European Union on the protection
of individuals with regard to the processing of personal and
sensitive data [[1]]. Evidently, electronic transactions have
raised the major problem of user privacy protection.

In order to avoid confusion, it is important to stress the
difference between privacy and security: a piece of infor-
mation is secure when its content is protected, whereas it is
private when the identity of its owner is protected. It is true
to say that, irrespective of the application domain (i.e. e-
government, e-commerce, e-health etc), the most common
reservation users have with regard to using the Internet is
the lack of privacy, rather than cost, difficulties in using the
service, or undesirable marketing messages.

Privacy must be understood as a non-Boolean (on-off)
property, in the sense that a person may give away part of
the control over his/her personal information in exchange
for some benefit. Furthermore, it may be perceived as an
autonomy in the sense that people are free to partially or

The issue of information privacy protection is ensured nowadays by European and national legislation. However, it is not
possible to protect information system user privacy adequately without establishing privacy requirements and employing
an appropriate privacy assessment process that can identify the required privacy level and the possible countermeasures
for achieving it. In this paper we draw upon security management tasks in order to highlight the gaps that need to be
explored regarding privacy management, so as to be able to justifiably select the privacy enhancing technologies that fit
a system’s privacy requirements.

Authors

Aggeliki Tsohou is currently a Ph.D. student at the University
of the Aegean, Greece, Department of Information and
Communication Systems Engineering. She holds a BSc. in
Informatics and a MSc in Information Systems, both acquired
from Athens University of Economics and Business. Her research
interests include information systems security management, risk
management, standardization and security awareness.
<agt@aegean.gr>.

Costas Lambrinoudakis holds a BSc in Electrical and
Electronic Engineering from the University of Salford, UK, an
MSc in Control Systems and a PhD in Computer Science from
the University of London, UK. He is currently an Assistant
Professor at the Department of Digital Systems, University of
Piraeus, Greece. From 1998 until 2009 he held a teaching
position with the University of the Aegean, Dept. t of Information
and Communication Systems Engineering, Greece. The focus
of his published scientific work is on Information and
Communication Systems Security and Privacy Enhancing
Technologies. <clam@unipi.gr>.

Spyros Kokolakis is an Assistant Professor at the Dept. of
Information and Communication Systems Engineering at the
University of the Aegean, Greece. He received a BSc in
Informatics from the Athens University of Economics and Bu-
siness in 1991 and a PhD in Information Systems from the same
university in 2000. His current research interests include
information systems security management, risk analysis, and
security policies design and implementation. He is a member of
IEEE and ACM. <sak@aegean.gr>.

Stefanos Gritzalis holds a BSc in Physics, an MSc in Electronic
Automation and a PhD in Informatics all from the University of
Athens, Greece. He is currently the Deputy Head of the Dept.
of Information and Communication Systems Engineering,
University of the Aegean, Greece, and the Director of the
Laboratory of Information and Communication Systems Security
(Info-Sec-Lab). The focus of his research is on Information and
Communications Security and Privacy. <sgritz@aegean.gr>.

fully authorize a third party to obtain, process, distribute,
share, and use their personal information for a specific aim.



UPGRADE Vol. XI, No. 1, February 2010  33© Novática

Identity and Privacy Management

However, there is strong evidence that people are willing to
exchange personal information for some economic benefit
or personalized services [2][3][4]. In [2], specifically, an
attempt is made to estimate the monetary value of privacy
concerns to individuals. This is interestingly found to be
much less than the cost of proposed privacy legislation esti-
mated in [5]. This willingness to trade off privacy concerns
in exchange for economic benefit supports proposals like
that of [6] for regulating privacy through National Informa-
tion Markets, where personal information would be bought
and sold at market prices.

As rapid computerization brought a fear of a surveillance
society, some nations sought to protect individuals from the
misuse of personal data through the implementation of appro-
priate Data Protection Laws. In the European Union, Directive
95/46/EC, "on the protection of individuals with regard to the
processing of personal data and on the free movement of such
data" [1], sets the prerequisites for data owners and processors
for collecting, processing and exchanging personal informa-
tion. The US government promotes the notion of "self regula-
tion", a set of data protection rules applying to a plurality of
market sectors, the content of which has been primarily deter-
mined by members of the specific trade sector. Furthermore,
telecommunication services, as stipulated in Directives 2002/
58/EC and 2006/24/EC [7][8], are protected by provisions for
the secrecy of telecommunications. Public authorities may be
allowed to access secret information, thereby compromising
secrecy, only for specific reasons and under specific condi-
tions and procedures provided by the domestic country’s legal
framework.

Regarding the design of a privacy-aware system, it is
clear that it should be driven by the identification of rel-
evant privacy requirements. These privacy requirements may

be imposed by the legal framework, in which case they are
neither negotiable nor disputable, or they may be introduced
by the service providers and/or the users themselves. In the
latter case the requirements may be classified in different
levels of severity according to the type of the electronic
service, the nature of the data involved, the environment in
which the service is offered etc.; i.e. the context of the serv-
ice. Furthermore, privacy requirements should, in some way,
express the subjectiveness with which different people may
deal with a potential privacy violation incident. For instance,
when a bank uses the credit history of a client without his
or her consent in order to issue a pre-signed credit card
then it is subjective whether or not the client will feel upset
about it and bring an action for breach of the Personal Data
Act. In fact, banks may issue hundreds of pre-signed credit
cards but only one customer may decide to bring an action
and claim compensation. And once this has happened, what
is the likely amount of the compensation? Again this is a
very personal thing, (whether the court awards compensa-
tion or not) and should in some way be related to how much
the particular client values his or her privacy. As a result, in
order to estimate the required privacy level it is necessary
to have some way of investigating how individuals subjec-
tively value their privacy.

To sum up, what is needed is a structured method for
identifying context-dependent privacy requirements. These
identified privacy requirements can then be used to sup-
port privacy assessment and, subsequently, privacy man-
agement. In order to describe the unresolved issues in this
process, we draw upon security management tasks; identi-
fication of security attributes, determination of security re-
quirements, risk analysis and management.

The rest of this paper is structured as follows: Section 2

Figure 1: Security Requirements Sources (Based on ISO/IEC 27002:2005).
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provides an overview of the common risk assessment proc-
ess and how it is used for determining and prioritizing se-
curity requirements. Section 3 highlights the non-existence
of a respective privacy assessment and privacy requirements
elicitation process, providing guidelines for the identifica-
tion of privacy requirements and for their classification into
different privacy levels. Section 4 gives an overview of Pri-
vacy Enhancing Technologies, while in Section 5 the reader
can find a summary and some concluding remarks.

2 Risk Assessment Process and Security Re-
quirements

According to a typical risk assessment process described
in ISO/IEC 27005:2008 [9], risks should be identified, quan-
titatively or qualitatively described, and prioritized against
risk evaluation criteria and objectives relevant to the or-
ganization. A risk is a combination of the consequences that
would follow from the occurrence of an unwanted event
and the likelihood of the occurrence of the event.

There are many well established methods that support
the risk assessment process by providing well defined and
structured guidelines on how to preserve the key security
attributes of confidentiality, integrity and availability. Spe-
cifically, such risk assessment methods support the valua-
tion of the information assets, the identification of the ap-
plicable threats and vulnerabilities that exist (or could ex-
ist), the identification of existing controls and their effect
on the identified risks, the determination of potential con-
sequences and, finally, the prioritization of the derived risks
and their ranking against the risk evaluation criteria set in

the context establishment.
As shown in Figure 1, security requirements derive from

three main sources (ISO/IEC 27002: 2005) [10]: firstly, the
legal and regulatory framework; secondly, the principles,
objectives and business requirements for information
processing that an organization has developed to support
its operations; and thirdly the risk assessment results. The
first category of requirements comprises the outer context
security requirements while the latter two make up the in-
ner context security requirements.

After the identification and prioritization of security re-
quirements, the security measures can be selected. Their
main purpose is to ensure that the security requirements will
be satisfied and thus the security attributes associated with
the data assets will be preserved.

3 Assessing and Managing Privacy
Unlike the risk assessment process there is no estab-

lished method for performing a similar assessment for pri-
vacy issues. However, on the basis of the risk assessment
process we can expect the key to the protection of the main
privacy attributes (as briefly presented in the following sub-
section) to lie in the identification and satisfaction of pri-
vacy requirements.

Furthermore, as shown in Figure 2, privacy requirements
are also divided into inner and outer context privacy re-
quirements. As in the case of security requirements, outer
context privacy requirements result from the associated le-
gal and regulatory framework. What we are really missing
are the inner context privacy requirements and their

Figure 2: Privacy Requirements Sources.
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prioritization through some quantitative or qualitative de-
scription. Section 3.2 below provides some initial guide-
lines for the identification of privacy requirements as well
as their classification in different privacy levels.

3.1 Privacy Attributes
According to [11] the main privacy attributes are the

following:
Anonymity: Anonymity is the state of being not iden-

tifiable within a set of subjects (users), known as the ano-
nymity set. To enable anonymity of a subject (user), there
always has to be an appropriate set of subjects with poten-
tially the same attributes.

Pseudonymity: Being pseudonymous is the state of
using a pseudonym as identification. Therefore, users can
be identified through their pseudonym but they remain
anonymous as far as their real identity is concerned. Clearly,
it is assumed that each pseudonym refers to exactly one
holder, invariant over time, and is not transferred to other
users.

Unlinkability: Ensures that a user may make multi-
ple uses of resources or services without others being able
to link these uses together. It requires users to be unable to
determine whether the same user caused certain specific
operations in the system.

Undetectability: Undetectability of a user, from an
attacker’s perspective, means that the attacker cannot suffi-
ciently distinguish whether it exists or not. Undetectability
can be regarded as a possible and desirable property of
steganographic systems.

Unobservability: Ensures that a user may use a re-
source or service without others, especially third parties,
being able to observe that the resource or service is being
used. It requires users to be unable to determine whether an
operation is being performed.

3.2 Specification of Privacy Levels and Privacy
Assessment

There are currently no methods specifically designed for
performing privacy assessment. Furthermore, existing risk
analysis methods do not exhibit the required knowledge and/
or techniques for handling privacy issues thoroughly. Need-
less to say there is no structured way available for prioritizing
privacy requirements.

Therefore, in order to correctly identify privacy require-
ments in qualitative and/or quantitative terms and rank them,
it is vital to clearly understand why these requirements are
raised or, alternatively, what privacy attributes we are aim-
ing to preserve. Considering two privacy-sensitive applica-
tion domains, namely e-Government and e-Health, we have
compiled a list of issues that should be systematically con-
sidered during the privacy assessment process. These are:

Usually the services offered in both aforementioned
application domains collect, process or communicate per-
sonal and/or sensitive data (such as healthcare records, fi-
nancial data, data related to someone’s professional career
etc), as well as the identifiers of the persons involved (such

as VAT number, social insurance number, etc.) that facili-
tate linkability between data and persons. The aim in all the
above cases is to protect or hide the identity of the users
involved while, from the privacy point of view, the protec-
tion of the data itself is irrelevant.

The complexity of the operations imposes the need
for very complex workflows and/or dataflows as well as
interoperability between different national and international
information systems (for instance, we may have distributed
healthcare records, or in order to issue a birth certificate we
may need to collect information from various governmen-
tal information systems). This complexity makes the task
of personal/sensitive data protection really hard.

Another important issue is the identification of us-
ers. There is a great variety of ways, ranging from the use
of identifiers such as passport numbers, social security num-
bers, VAT numbers etc., to the employment of biometric
characteristics or RFID tags. It is therefore clear that some
identification methods (such as the use of biometrics) raise
privacy issues by their very nature.

During the registration or use of an electronic serv-
ice, users may voluntarily provide an electronic service with
their personal data (for example, during the registration
phase). However, personal data may also be collected with-
out users’ consent, through the appropriate processing of
cookies left by users on a number of Internet sites or di-
rectly by an internet service provider (accessing informa-
tion such as the web pages users visit, the exact time and
duration of their browsing, etc.). In this way it is feasible to
simulate the "electronic behaviour" of users (i.e. prefer-
ences), something that should clearly be protected.

Another risk is that the identity of the user can be
revealed through a trace-back attack, whereby someone
traces the path back to the initiator along the forward or the
reverse path. Furthermore, by linking specific communica-
tion channels/sequences/sessions with certain client-server,
pairs can be achieved by tracing the contents and/or the
size of a message travelling over a communication link or
by attempting to detect and analyse periodically transmit-
ted packets, aiming to discover their source through spe-
cific time correlations.

The identification and expression of privacy require-
ments is tightly coupled with the aforementioned issues
[12][13][14]. However, in order to facilitate the differen-
tiation of each privacy requirement’s weight, i.e. introduce
the concept of different Privacy Levels, it is vital to agree
on ways of estimating the impact that may result from a
privacy violation incident. This impact estimation phase is
perhaps the only phase that cannot be directly ported from
the typical risk analysis methods; the reason being that there
are new aspects that need to be considered. Specifically,
while estimating the impact that may result from a privacy
violation incident, in addition to the legal, financial, opera-
tional and other type of consequences that we normally con-
sider, we should also take into account issues such as:

Subjectiveness of privacy: i.e. it is necessary to cap-
ture the subjective nature of the question "How important
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is a privacy violation incident to someone?" [15].
How much does each person value his or her pri-

vacy? For instance, somebody may be prepared to give away
his or her personal/sensitive data in order obtain some eco-
nomic benefit.

It is possible that under some circumstances the user
may choose not to protect her privacy (privacy protection
on/off option); an example is that of location privacy. If
someone is in an isolated area, they may choose not to pro-
tect their privacy in order to allow other people to know
where they are. Therefore, the identification of inner con-
text privacy requirements relies on the determination of a
concept of privacy levels (accordingly to risk levels). The
conceptualization of privacy levels requires not only the
identification of privacy threats and vulnerabilities, but also
the determination of the potential impact of a privacy viola-
tion. However, being able to determine and assess privacy
levels is the path towards the selection of privacy protec-
tion measures.

4 Privacy-Enhancing Technologies
Given that common security mechanisms, such as

encryption, cannot ensure privacy protection (encryption,
for instance, can only protect the confidentiality of a mes-
sage), new Privacy-Enhancing Technologies (PETs) are nec-
essary and have been developed.

There are systems based on single HTTP proxies, such
as Anonymizer [16] and LPWA [17][18], that can be easily
employed to ensure anonymous browsing, while systems
like Onion Routing [19], Crowds [20], and Hordes [21] are
scoring better in protecting information and in preventing
attacks. Onion Routing can form the basis upon which other
protocols could be employed in order to improve the level
of global user protection.

On the other hand, services like TRUSTe [22] and P3P
[23] negotiate, assure and periodically re-confirm the com-
pleteness and correctness of web sites’ privacy policies.
Freedom is a system that fulfils most of the user require-
ments, exhibiting a satisfactory level of protection against
security threats; however its high cost may downsize all
these advantages. Finally, GAP can be used in secure peer-
to-peer networks, such as GNUnet, to deploy secure and
anonymous transactions between peers. This is extremely
useful for Internet users since many of them use peer-to-
peer applications that focus on file sharing (GNUtella,
KaZaa, iMesh etc.) and frequently violate the privacy and
anonymity of their peers.

As we mentioned earlier, privacy is defined as the right
to informational self-determination; i.e. the right of indi-
viduals to determine for themselves when, how, to what
extent, and for what purposes information about them is
communicated to others. In order to reinforce their right to
informational self-determination, users need technical tools
that allow them to manage their (partial) identities and to
control what personal data about them is revealed to others
under what conditions. Identity Management (IDM) can be
defined to subsume all functionality that supports the use

of multiple identities, by the identity owners (user-side IDM)
and by those parties with whom the owners interact (serv-
ices-side IDM). According to Pfitzmann and Hansen, iden-
tity management means managing various partial identities
(i.e. a set of attributes, usually denoted by pseudonyms) of
a person; i.e. the administration of identity attributes includ-
ing the development and choice of the partial identity and
pseudonym to be re-used in a specific context or role [11].
Privacy-enhancing identity management technology enforc-
ing legal privacy principles of data minimization, purpose
binding and transparency have been developed within the
EU FP6 project PRIME [24] (Privacy and Identity Man-
agement for Europe) and the EU FP7 project PrimeLife [25]
(Privacy and Identity Management for Life).

When considering the forms of protection that are
needed, it is important to recognize that user actions will
often be based upon their perceptions of risk, which may
not always be very accurately aligned with the reality of the
situation. For example, they may under- or over-estimate
the extent of the threats facing them, or be under- or over-
assured by the presence of technical safeguards. For exam-
ple, some people simply need to be told that a service is
secure in order to use it with confidence. Meanwhile, oth-
ers will only be reassured by seeing an abundance of ex-
plicit safeguards in use. Thus, if trust is to be established,
security and privacy measures need to be provided in ac-
cordance with what users expect to see and are comfortable
using in a given context.

Invasion of privacy is not only a technical problem but
also has social, legal and psychological dimensions; there-
fore, a holistic approach to a privacy-friendly use and de-
sign of security and privacy enhancing mechanisms is nec-
essary.

5 Summary and Conclusions
Protection of information privacy is a major challenge

today, especially because of the imbalance between the per-
sonalized customer services that can be offered by the
processing of personal and private data and the right of in-
dividuals to determine for themselves when, how, to what
extent and for what purposes information about them is
communicated to others. To this we can also add the prob-
lems caused by the complexity and interoperability of cur-
rent information systems, the widespread use of technical
methods for user identification and action tracing (such as
RFIDs and cookies). Finally, the subjective value of pri-
vacy also inhibits the design of information systems and
services that respect and protect users’ privacy. However,
information systems nowadays should not be only security
aware, but also privacy-aware; therefore privacy require-
ments (e.g. anonymity, unlinkability, undetectability,
unobservability etc.) should also be taken into account dur-
ing information system analysis and design.

In order to highlight the dimensions of the solution re-
quired, we have examined the processes typically executed
in information systems security management. The core of
current risk management methods includes the calculation
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of risk levels, in regard to security threats, vulnerabilities
and potential impacts. In sequence, risk levels are compared
to risk evaluation criteria and finally adequate countermeas-
ures that reduce these risks are implemented. Privacy man-
agement cannot be methodologically supported without a
representation of privacy requirements and a method of ex-
pressing and assessing privacy levels. This remains a prob-
lematic issue, especially since the impact of a privacy viola-
tion incident strongly depends on the subjective nature of
the answer to the question "how much should a privacy vio-
lation matter to someone?". Thus as future work we intend
to build a framework that describes the processes required
to collect privacy requirements, and also design a formal-
ized privacy assessment methodology to calculate privacy
levels. Such research would enhance the formulation of
countermeasures that protect the privacy attributes described
above.
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