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ond Current medical technologies allow for capturing patient brain pathology in scans of several dif-

int: 1 ferent types at the same visit, yielding multiple modality image sequences from which objects of inter-

om : est, such as multiple sclerosis (MS) lesions, can be extracted. It is of interest to model the develop-
ment of these objects (e.g., lesions, nodules or tumors) over time and in different modalities, in order

o to characterize and group them. Grouping lesions of different behavior patterns allows a better un-

derstanding of the development of the disease. Information exchange between clinicians and com-

Can . . . . . . .
putational experts is possible through a common collection platform that takes into account disparity

A of data and need for integration as well as security. This paper focuses on the issues related to collab-
of oration with regulated data. We describe an approach based on converting private data into an ab-
20-

stracted form that unprivileged researchers can use.
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INTRODUCTION

Brain disease analysis is complex, rich in imaging me-
dia, and in need of analytical tools. Cooperation between
medical and computational groups has yielded good results
in the past, but faces challenges related to complying with
new federal regulations on privacy, and limits in local data
set size. Frequently, the physical separation between com-
putational and medical collaborators presents a practical
limitation on how closely groups can work together. The
problem, then, is to develop methods for processing data to
enhance collaboration and seamless exchange of data.

In this paper, we describe an infrastructure to facilitate
exchange of medical imaging data amongst physically dis-
tributed medical and computational collaborators, using MS
neuroimaging as an example. We provide the medical team
with data collection and management tools to produce clean
data that can then be used by outside collaborators to build
advanced analysis tools. Our framework identifies patterns
of change in MS lesions based on abstractions of the objects’
location, shape, mass distribution, and relative positioning,
and assigns extracted objects from new patient scans to the
most appropriate group of objects with similar multi-modal

features. Augmenting this data modeling framework are on-
tologies that are built through information extracted from
the lesions. Ontologies are used to model different phases of
lesions and classify new scans into learned categories. We
show how this framework can be utilized under current
privacy regulations and in telemedicine.

RELATED WORK

Previous work in analyzing MS lesion data has focused
on development in individual modalities. One approach
has modeled intensity evolutions on individual voxels to
produce values characteristic for normal and pathological
areas (Rey, et al., 2001), and used displacement fields in
time series data to perform segmentation in new scans
(Rey, et al., 2002). Another approach employs a volumet-
ric analysis technique using nonrigid deformation com-
putation and flow-field analysis to detect and measure
changes in lesions over time (Thirion and Calmon, 1999).
One of the fundamental problems that a model should
solve is change detection. Depending on number of
patient visits, there are two categories: one for small num-
ber of visits, another for a series of visits. Models working
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for a series create 4-D data by precise registration of serial
volume data sets. Statistical model is used then for time
series analysis to monitor changes (Gerig et al., 2000,
Meier and Guttmann, 2003). Models working with few
visits focus on identifying localized changes in either large
structures or small ones (Bosc et al., 2003). Miller et al.
(2004) investigated the benefits and the development re-
quirements of web-accessible ontologies for discrete-event
simulation and modeling. Soo et al. (2003) described algo-
rithms for creating an automated semantic annotation by
parsing natural language content descriptions. Hyvonen et
al. (2002) described the structure of an ontology used for
both images and queries that supplies similar images to
users. Moenne-Loccoz et al. (2004) proposed a framework
to accommodate developments in content-based multime-
dia retrieval and methods to handling an overwhelming
volume of temporal data. Soo et al. (2004) investigated the
feasibilities and advantages of semantic retrieval and auto-
mated ontology acquisition from semantically annotated
poems. Khan et al. (2004) proposed a concept-based mod-
el using domain-dependent ontologies and an automatic
mechanism for selecting appropriate concepts that de-
scribe media documents as well as user requests.

MS Lesions

Basic project idea. Our primary goal is to capture
multiple scan types at same time to get a more compre-
hensive view of lesions and their development. Each scan
type contributes particular aspects of each lesion; by com-
bining these aspects, we can see different stages of lesion
development. Table 1 shows examples of medical impli-
cations of different combinations of lesion manifestations
on imaging.

The development of analysis tools is complicated (on
the computational side) by privacy regulations that re-
quire limited access to the collected data: only appropri-
ate local clinical users are allowed access to all data. For
others, all private data have to be stripped out first. As we
still want to include outsiders in developing new solutions,
we have to come up with methods to perform the data
cleaning in an efficient way that does not unduly tax the
clinical users. We have two kinds of data sets: (a) data
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registered for same-patient analysis, to track individual
development of lesions; and (b) data registered for cross-
patient analysis, to compare developments over multiple
subjects. While the latter meets privacy regulations, as the
brain and skull volume is resampled into a standard s-
pace, the former is more desireable as cross-subject reg-
istration is likely to introduce distortions.

Data and Development Modeling

Goals. Abstract data modeling aims to provide the
computational group with real data with which to work, so
the medical group needs to have a tool to extract data
from the scans and other input. The medical group also
needs to specify appropriate problems to be solved (e.g.,
to what extent do active lesions predict the subsequent
evolution of local tissue destruction); and develop
measures of quality for solutions.

Data modeling and change detection. Challenges in MS
lesion segmentation include the fact that intensity values
within lesions may be similar to those of noise or other ele-
ments in the scan. Certain MS lesion segmentation ap-
proaches assume prior knowledge, such as that MS lesions
typically occur in a periventricular distribution within the
white matter of the brain on a given type of scan. MS lesion
segmentation remains a challenging task. Change detection
can be realized in both 2D and 3D. In 2D we assume pixel
model while in 3D we assume voxel model. Pixel model is
the result of image capturing (MRI) and image segmen-
tation. Voxel model is an extension to pixel model. In addi-
tion to the tasks required by pixel model, connectivity analy-
sis between adjacent slides is usually required. We will em-
ploy this connectivity as a means of countering effects of
noise, since random noises are usually not clustered.

Image registration is required for change detection.
While rigid transformation modeling has been extensively
studied and utilized, brain tissues are not rigid, thus de-
formable models may be more suitable. We will assess a
simple approach employing both landmarks (along the
borders of brain tissues) and thin plates. In certain cases,
it is beneficial or necessary to map brain tissues to a stan-
dard reference system, such as the Montreal or Talairach
atlas (e.g., for crosssubject analyses). If we have a set of
registered images over time, we can calculate time inten-
sity curves (TIC) for each individual point of interest. TIC
can be used as a way to distinguish changes. For certain
area of interest, we can get several TICs (blue curves in
Figure 1). We compute the average TIC (red curve) and
analyze it to decide whether there are changes.

Patterns of individual 3D shapes can be captured by
shape descriptors: shape distributions, reflective symme-
try descriptors, and spherical harmonics. Each approach
may contribute unique information. Given the hetero-
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Figure 1. Time Intensity Curves for a Monitored Region and their
Average.

geneity in presentation and progression of MS lesions, an
approach using both shapes and their relationships seems
most appropriate. 2D spatial relationship can be partial
modeled using the R-histogram approach. We extend R-
histogram by adding the 3rd dimension. We add "view
points" (plus the origin) on the lattice of xyz coordinate
system and convert the xyz coordinate system into spheri-
cal coordinate system (see Figure 2; red dots represent
view points). Each voxel in the target object can be viewed
from each view point and recorded as distance, longitude
and latitude tuple. These tuples form a space that repre-
sents the whole spatially distributed system. In this repre-
sentation both shapes and their relationships are modeled.
Apparently this representation is very sensitive to origin
and coordinates, but assuming registration is fairly ac-
curate, it could serve as a foundation for change detection.
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y

0 Source: DEVLAB

X

Figure 2. Spatial Relationship between Objects in 3D as expressed by
Polar Coordinates.

Basic approach for tracking lesion development. For
each scan, we obtain expert-generated segmentation, from
which individual lesion objects are taken. Based on criteria
for proximity and overlap, we group these individual ob-
jects into sets of objects that represent the same physical
lesion. For the objects within each of these sets, we (the

computational group) can describe differences and
changes in lesions using the methods described above.
There are two basic tasks, classification and similarity
search (simple classification: by present modalities), to an-
swer the interesting question for clinicians: what classes
does a lesion go through over the course of its tracked de-
velopment? Especially when coupled with information
about treatment, this is helpful in understanding the dis-
ease and its consequences, and how it can be addressed.
Using a combination of multiple approaches.
Spherical harmonics are good for identifying similar objec-
ts with invariance to rotation, but not as good for direc-
tional differences; bitmap division or histograms along
major axes can identify specific differences but requires
that objects are aligned, e.g. in the case of MS lesions,
within the same subject, and with multiple scans aligned to
each other (which is relatively easy since there are only
translational and rotational variances). Our approach uses
a combination of these techniques: we apply spherical har-
monics to bitmap differences to create signatures of
"change objects" (i.e., a signature for the differences be-
tween two objects), as well as simplifications of the bitmap
differences. How data model ensures privacy of original
subject. The data shared with the computational group
consists of specific lesion objects only, with only limited in-
formation about the surrounding brain or skull tissue. For
example, segmented binary lesion maps yield insufficient
information to reconstruct original skull/face features
from which participants could be identified, and therefore
protect patient privacy consistent with federal regulations.

MS Ontologies

An ontology describes a set of concepts and their re-
lationships in a formal structure. It is a specification of an
abstract, simplified view of the world, either domain-de-
pendent or generic. As such, the ontology approach offers
an alternative method of representing information about
MS lesions than the previously described modeling ap-
proaches, while at the same time offering a way to clearly
distinct between private and public data.

MS Ontologies. After MS images are annotated, the
meta-data can be extracted from the images and put into
an ontology. As a result, the related concepts about MS
lesions can be constructed into a taxonomy, which can be
used as a reference when computing the similarities be-
tween objects such as different lesions located in different
areas with different shapes. Figure 3(a) is an example of
an ontology representing locations and types of MS le-
sions. The "Brain" is divided into several different areas,
within which there may be several different types of le-
sions (e.g. based on immunopathological properties). MS
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lesions of different types may have different attributes in
terms of shape and size. Figure 3(b) shows an example of
attributes of concepts for a given type of lesion which has
"shape", "size", and other attributes. The values of "size",
"shape", and other additional attributes are knowledge
about that particular type of lesion that we can extract
from annotated MS lesion images. The attributes of a
concept can be used to compute similarity between a con-
cept and a real object in order to determine which con-
cept is the proper one for the target object. In this exam-
ple, we can estimate which type the given MS lesion is by
comparing its values of different attributes to different
concepts. The values of attributes of a stage can be
learned from previous scans that have been evaluated by
experts. Thus, these ontologies give us a way to store
knowledge of MS lesion types and may facilitate evalu-
ation of new scans.

We use C to denote a concept. Ai denotes the i-th attribute
of concept C. The similarity between a concept and an ob-
jectis

SIM(C,0) = li S(4,)

i=l

where S(4i) denotes the satisfaction value of attribute Ai.
It depends on the value domain of attribute 4i. Given a
target lesion and its location, the area of this lesion can be
determined first. Then by using this formula, the similar-
ity value between target lesion and different concepts rep-
resenting different stages of lesions can be computed. The
stage with maximum similarity value is the estimated cur-
rent stage of target lesion.

Sharing Data

Advantages of sharing data. Converting data into ab-
stract form can improve workflow between the cooper-
ating groups, as newly created data sets become available
for inclusion in analysis tools as soon as they are con-
verted. Manually uploading or downloading data sets is
no longer necessary, eliminating communication bottle-
necks (assuming that previously agreed upon access rights
have been set up). In return, data owners immediately
benefit from updated analysis results.

Trigger mechanisms for notification or processing of
new shared data. As data becomes available, triggers set
to detect new files or database entries are used to either
notify human collaborators or automatically start process-
ing jobs for the new data.

Conclusions and Future Work

Contributions. We discussed the issue of collabo-
ration with regulated data; and proposed a solution in
which we convert private data into abstracted form that
unprivileged researchers can use for development.

Future work. Further work is required to develop ad-
ditional forms of abstracted data to facilitate collabo-
ration, to incorporate other scan types, such as diffusion
tensor imaging (a structural imaging modality with new
attributes) and functional MRI (a non-structural modal-
ity), and to incorporate additional biological (e.g., genetic,
immunologic) assays of relevance.
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