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Abstract
Purpose – Public sector has started exploiting artificial intelligence (AI) techniques, however, mainly for
operational but much less for tactical or level tasks. The purpose of this study is to exploit AI for the highest
strategic-level task of government: to develop an AI-based public sector data analytics methodology for
supporting policymaking for one of the most serious and large-scale challenges that governments repeatedly
face, the economic crises that lead to economic recessions (though the proposed methodology is of much more
general applicability).

Design/methodology/approach – A public sector data analytics methodology has been developed,
which enables the exploitation of existing public and private sector data, through advanced processing of
them using a big data-oriented AI technique, “all-relevant” feature selection, to identify characteristics of
firms as well as their external environment that affect (positively or negatively) their resilience to
economic crisis.

Findings – A first application of the proposed public sector data analytics methodology has been
conducted, using Greek firms’ data concerning the economic crisis period 2009–2014, which has led to
interesting conclusions and insights, revealing factors affecting the extent of sales revenue decrease in Greek
firms during the above crisis period and providing a first validation of themethodology used in this study.

Research limitations/implications – This paper contributes to the advancement of two emerging
highly important, for the society, but minimally researched, digital government research domains: public
sector data analytics (and especially policy analytics) and government exploitation of AI. It exploits an AI
feature selection algorithm, the Boruta “all-relevant” variables identification algorithm, which has been
minimally exploited in the past for public sector data analytics, to support the design of public policies for
addressing one of the most serious and large-scale economic challenges that governments repeatedly face:
the economic crises.

Practical implications – The proposed methodology allows the identification of characteristics of firms
as well as their external environment that affect positively or negatively their resilience to economic crisis.
This enables a better understanding of the kinds of firms that are more strongly hit by the crisis, which is
quite useful for the design of public policies for supporting them; and at the same time reveals firms’ practices,
resources, capabilities, etc. that enhance their ability to cope with economic crisis, to design policies for
promoting them through educational and support activities.

Social implications – This methodology can be very useful for the design of more effective public policies
for reducing the negative impacts of economic crises on firms, and therefore mitigating their negative
consequences for the society, such as unemployment, poverty and social exclusion.
Originality/value – This study develops a novel approach to the exploitation of public and private sector
data, based on a minimally exploited, for such purposes, AI technique (“all-relevant” feature selection), to
support the design of public policies for addressing one of the most threatening disruptions that modern
economies and societies repeatedly face, the economic crises.
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1. Introduction
Data analytics represents a major shift of the focus of information and communication
technologies (ICT) usage by organizations beyond the support of operations, aiming to
support decision-making at the operational, tactical and even the strategic level; it can be
defined as the extensive exploitation of data from various sources, using advanced
quantitative analysis techniques, to support various levels of decision-making (Davenport,
2013; Davenport and Harris, 2017; Seddon et al., 2017; Aydiner et al., 2019). Initially, data
analytics methodologies have been developed and used in the private sector, and this has
given rise to the development of “business analytics” (Seddon et al., 2017; Aydiner et al.,
2019). Its success has generated strong interest to exploit and apply the knowledge
developed in this area in the public sector as well, with appropriate adaptations to its
specific needs, objectives and orientations; this gives rise to the gradual development of
“public sector data analytics”, placing emphasis on the support of higher level strategic
decisions concerning public policies for addressing the important problems of modern
societies, and this has given rise to the development of “policy analytics” (Tsoukias et al.,
2013; Janssen andWimmer, 2015; Daniell et al., 2016; De Marchi et al., 2016; Gil-Garcia et al.,
2018). Policy analytics can be defined as the exploitation of existing data of government
agencies, possibly in combination with data from private sector firms (e.g. business
information and consulting ones), using advanced quantitative analysis techniques, to
support various stages of public policymaking (such as agenda setting, policy analysis,
policy formulation, policy implementation, policy monitoring and evaluation) for the
complex problems/needs of modern societies. The development of policy analytics
constitutes one of the most important trends in the area of digital government; however, it is
still in its infancy (see section 2.1); so extensive research is required to develop a wide range
of methodologies for exploiting public sector data, possibly in combination with data from
the private sector as well, to support public policymaking in a wide range of thematic areas
of government intervention.

Another important trend in the area of digital government is the increasing exploitation
of artificial intelligence (AI) techniques in government (Desouza et al., 2017; Eggers et al.,
2017; Desouza, 2018; Sun and Medaglia, 2019; Fernandes et al., 2019; Desousa et al., 2019),
which has also been encouraged by the first successful applications of AI in the private
sector (Bean, 2018; Ransbotham et al., 2019; Duan et al., 2019; OECD, 2019). AI can be
defined as a group of technologies that enable computers to become more intelligent, by
learning from their environment, gaining knowledge from it and using it for taking or
proposing/recommending action (Craglia et al., 2018; OECD, 2019). There are several
techniques that can provide such learning capabilities, with the most widely used among
them being definitely the machine learning (ML) ones, though there are other promising AI
techniques as well, whose potential in both the private and the public sectors needs further
investigation (Duan et al., 2019). Government agencies have started exploiting AI
techniques, mainly for operational or tactical level tasks, but this trend is still in its infancy.
There has been some interesting research concerning the use of AI in government, but it is
mainly for the automation, support and enhancement of some operational-level tasks, and to
a lower extent for the support and enhancement of tactical-level tasks (see section 2.2);
however, very limited research has been conducted about the use of AI for the support and
enhancement of the higher level functions of government, and especially strategic ones
concerning policymaking.

Our study makes a contribution toward the advancement of these two important and
promising digital government trends and research domains: public sector data analytics
(and especially policy analytics) and government exploitation of AI. It develops a policy-
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oriented data analytics (policy analytics) AI-based methodology for supporting public
policymaking concerning one of the most serious and large-scale problems that
governments often face, the economic crises, which repeatedly occur with varying
intensities in market economies, being an inevitable trait of them, and lead to contractions of
economic activity, with quite negative consequences for the society, such as unemployment,
poverty and social exclusion (Diebold and Rudebusch, 1999; Keeley and Love, 2010; Knoop,
2015; Allen, 2016) (see section 2.3). In particular, the research objective of our study is as
follows: to develop a public sector data analytics methodology, which exploits existing data
in both the public and the private sectors, concerning, on the one hand, firms’ resilience to
economic crisis (such as sales evolution because of crisis), and, on the other hand,
characteristics of firms and their external environment, to identify characteristics of firms
and their external environment that affect positively or negatively their resilience to
economic crisis.

For this purpose, we are using a “big data-oriented” AI technique, feature selection
(FS), which enables identifying from a big number of potential independent variables
(contained in available high-dimensionality big data sets) the ones that actually affect
a specific dependent variable of interest; in particular, we are using the Boruta “all-
relevant” variables identification FS algorithm (Kursa et al., 2010; Kursa and Rudnicki,
2010) (see Section 2.4). FS algorithms constitute an important part of AI, which enable
computers to perform one of the most critical human actions: to distinguish in their
complex environments the most important elements of them with respect to their
specific objectives, and then focus their attention and following actions on them; these
algorithms are usually used as complements of other kinds of AI algorithms, such as
the ML ones, for the improvement of their performance, but they can also be used
independently (Alelyani et al., 2011; Cateni et al., 2013; Tang et al., 2014). According to
Cateni et al. (2013), FS algorithms are divided into traditional and AI-based ones, with
the latter outperforming the former. Furthermore, our methodology provides guidance
for an initial selection of characteristics of firms and their external environment to be
then used as input (potential independent variables) in the above FS algorithm, based
on theoretical foundations from previous IS and management science research (see
Section 2.5).

The proposed policy analytics methodology can provide substantial assistance and
support for the design of public policies for reducing the negative impact of an economic
crisis on firms. On the one hand, it enables a better understanding of the kinds of firms (in
terms of characteristics, resources, capabilities, practices, etc.) that are more strongly hit by
the crisis, which is quite useful for the design of effective public policies for supporting them.
On the other hand, it enables a better understanding of the kinds of firms that manage to
deal successfully with the crisis, and reveal firms’ characteristics, resources, capabilities and
practices that enhance the firms’ ability to deal successfully with economic crisis, to design
policies for promoting them through educational and support activities. A first application
of our methodology is presented, based on Greek firms’ data for the economic crisis period
2009-2014, which leads to interesting conclusions and insights, revealing factors affecting
the extent of firms’ sales revenue decrease during this crisis period, and providing a first
validation of our methodology.

In Section 2, the background of our economic crisis policy analytics methodology is
outlined. Then, in Section 3, we describe the methodology, followed by its first application in
Section 4. Finally, Section 5 summarizes conclusions and proposes future research
directions.
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2. Background
2.1 Policy analytics
The gradual development of policy analytics constitutes one of the most important trends in
the area of digital government, representing a major extension of it beyond the support of
internal processes and operations, as well as transactions with citizens and firms, which
were the main objectives of its first generations (Janowski, 2015; Lachana et al., 2018),
toward the support of the highest level function of government agencies: the public
policymaking. The increasing availability of data in government agencies has a great
potential to provide, after appropriate integration and processing of them, substantial
support of policymaking in important domains of government intervention.

Some initial research has been conducted in the area of policy analytics, which has
developed some first knowledge concerning approaches and methodologies for exploiting
various sources of public sector data, using basic or more advanced quantitative analysis
techniques, to support some of the stages of the policymaking cycle in some domains of
government intervention, such as the economy, the social insurance, the health care, the
environment, the energy provision, the justice and the management of emergency crises
(Hiltz et al., 2011; Baer et al., 2015; Ekstrom et al., 2018; Park and Johnston, 2018; Vaan den
Braak and Choenni, 2018; Van Dijk et al., 2018). However, this promising area of policy
analytics is still in its infancy, and the potential of the large quantities of available
government data for supporting policymaking has been exploited only to a limited extent; so
extensive research is required to develop effective methodologies for exploiting this wealth
of public sector data to the highest possible extent, and extracting valuable knowledge from
them, to provide substantial support for policymaking in important domains of government
intervention. Our study makes a contribution in this direction, by developing a policy data
analytics methodology for exploiting public sector data, in combination with relevant
private sector data, using AI (see Section 2.2) (making use of a big data-oriented AI
technique, the “all-relevant” FS one – see Section 2.4), to support policymaking for one of the
most serious and large-scale problems that governments repeatedly face: the economic
crises (see Section 2.3).

2.2 Artificial intelligence in government
Another important trend in the area of digital government is the increasing exploitation of
AI techniques by government agencies. As mentioned in Section 1, AI includes a group of
techniques that enable computers to perform tasks of higher human-like intelligence, by
learning from their environment, and then using the knowledge they have gained from it for
taking or proposing/recommending action (Craglia et al., 2018; Duan et al., 2019; OECD,
2019). While the first generation of AI was based on logic and rules predefined by humans
(“symbolic AI”), the second generation of it was based on logic and rules extracted
automatically by computers through advanced processing of past historic data (“statistical
AI”), from which models or sets of rules are constructed, that enable, on the one hand, deeper
insights (e.g. concerning associations among important variables) and, on the other hand,
making predictions of important variables (Duan et al., 2019; OECD, 2019). In this second
generation of AI, the most representative and widely used techniques are definitely the ML
ones; however, there are several other promising AI techniques as well, whose potential in
both the private and the public sectors needs further investigation (Duan et al., 2019).

Though most of the AI technologies, and in particular the ML ones, exist for several
decades, it is only recently that there has been a very high interest in their “real life”
application and exploitation, initially by private sector firms, and later by government
agencies as well, for a number of reasons:
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� availability of large amounts of data that enable a more effective training of AI
algorithms (to extract more reliable models and rules);

� advances in computing power and reduction of its cost; and
� substantial improvements of AI algorithms (Makridakis, 2017; Craglia et al., 2018;

Duan et al., 2019; OECD, 2019; Ransbotham et al., 2019).

These first “real life” applications of AI technologies in the private sector have revealed its
great potential to offer important benefits: productivity improvements, sale revenue increase,
higher quality decision-making and innovations in internal processes, products and services
(Makridakis, 2017; Bean, 2018; Ransbotham et al., 2019; Duan et al., 2019; OECD, 2019).

The success stories of the “real life” AI applications in the private sector have generated
high levels of interest to exploit AI techniques in the public sector as well, to automate or
support more sophisticated mental tasks than the simpler routine ones automated or supported
by the traditional operational information systems (IS) of government agencies (Desouza et al.,
2017; Eggers et al., 2017; Desouza, 2018; Sun and Medaglia, 2019; Fernandes et al., 2019;
Desousa et al., 2019). Some interesting research has been conducted concerning the exploitation
of AI in a variety of public sector thematic domains for various purposes; for instance, in
education (Rockoff et al., 2010), social policy (Chandler et al., 2011), public security (Ku and
Leroy, 2014; Camacho-Collados and Liberatore, 2015), health care (mainly for supporting
diseases’ diagnosis and treatment planning) (Sun and Medaglia, 2019) and public
transportation management (Kouziokas, 2017). However, this research has focused mainly on
the exploitation of AI in government for the automation, support and enhancement of
operational-level tasks, and to a much lower extent for the support and enhancement of tactical-
level tasks; on the contrary, very limited research has been conducted about the exploitation of
AI for the support and enhancement of the higher level functions of government, and especially
the strategic ones concerning policymaking. Our study contributes to filling this gap, by
developing a methodology for exploiting AI to support policymaking for addressing a very
serious problem that governments repeatedly face: the economic crises (see Section 2.3).

2.3 Economic crises
One of the most serious weaknesses of market-based economies are the fluctuations of
economic activity they repeatedly exhibit, which cause big problems to the economy and the
society in general, so they have to be addressed by government through appropriate
policies, aiming at avoiding them, if possible, and once they occur at reducing their
intensities and durations and at mitigating their negative consequences for firms and
citizens (Diebold and Rudebusch, 1999; Keeley and Love, 2010; Knoop, 2015; Allen, 2016).
Economic crises can be defined as significant contractions of economic activity, which can
be because of the “business cycles” (i.e. the fluctuations that economic activity usually
exhibits in market-based economies), or can be caused by various kinds of events in the
society or economy, such as big increases of the prices of important goods, especially of
goods that are used as inputs in extensive production activities, such as the oil crisis in the
early 1970, and also banking crises, or even epidemics (Knoop, 2015).

The economic crises have quite negative both short-term, medium- and long-term
consequences for the economy and the society. The short-term consequences usually include
reductions of the demand for most goods and services, resulting in serious decrease of firms’
sales, production and profits, which leads to reductions of personnel employment (thus
increasing unemployment and poverty) as well as materials’ procurement (thus propagating
the crisis from the sectors from which it started toward the sectors of their suppliers, etc., and
finally to the whole of the economy, increasing the scale of the problem). Furthermore, during
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economic crises, firms usually reduce capital investment in production equipment, ICT,
buildings, etc., and also in product, service and process innovations, which reduce the degree of
renewal and improvement of their equipment, products, services and operations, as well as the
exploitation of emerging new technologies, and these have serious medium- and long-term
consequences on the efficiency and competitiveness of firms (Keeley and Love, 2010; Izsak
et al., 2013; Knoop, 2015; Allen, 2016). Therefore, it is necessary that government agencies,
especially the ones having competences and responsibilities for the economy and social welfare,
to design and implement public policies for reducing these negative short-term as well as
medium- and long-term consequences of the economic crises. The management of the economic
crises of various intensities and durations that repeatedly occur in market-based economies are
among the most serious and large-scale challenges that governments face.

However, it should be noted that the above negative consequences of the economic crises
are not the same for all firms: the more efficient and effective firms, offer higher value-for-
money products and services, and have higher capacity to make the required adaptations to
the new economic conditions the crisis gives rise to, are more resilient to the crisis and have
less negative consequences on their sales revenue, and therefore on their employment,
procurement as well as on their capital investment and innovation, than the less efficient
and effective ones. Therefore, it is important and highly useful to develop policy analytics
methodologies for identifying characteristics of firms (such as resources, capabilities and
practices) and their external environment that affect positively or negatively their resilience
to economic crisis; this can be quite useful for the design of more focused and effective
policies for mitigating the negative impact of economic crises on firms.

This study makes a contribution in this direction: it develops an economic crisis policy
analytics methodology for exploiting existing data of taxation authorities, statistical
agencies and also of private sector business information and consulting firms, to identify
characteristics of firms and their external environment that affect (positively or negatively)
their resilience to the crisis. For this purpose, we are using an advanced AI FS algorithm, the
Boruta “all-relevant” variables identification one, which is outlined in the following section.

2.4 Artificial intelligence feature selection – the Boruta algorithm
FS algorithms constitute an important class of “big data-oriented”AI algorithms, which aim
at determining from a big number of features – potential independent variables – the ones
that affect a dependent variable of interest (Tang et al., 2014). The exponentially increasing
availability of big data today leads to massive data sets, which are characterized, on the one
hand, by large sample size, i.e. contain data about a large number of units (e.g. individuals,
firms), and, on the other hand, by high dimensionality, i.e. contain data about a large number
of features of these units. This high dimensionality makes it difficult to make sense of such
massive data and understand which of these multiple features are relevant affecting the
dependent variable we are studying (usually an important outcome variable), and which
features are not relevant. Furthermore, the use of large numbers of features, both relevant
and nonrelevant ones, as independent variables in ML algorithms leads to reduction of their
performance with respect to accuracy in the prediction of the dependent variable for new
units, which is highly important in “predictive analytics” (Alelyani et al., 2011; Tang et al.,
2014). For these reasons, the FS algorithms are quite important:

� for extracting valuable knowledge and insight from big data sets as to which their
features affect our dependent variable; and

� for an initial selection of relevant features to be used as inputs in ML algorithms, to
have higher levels of accuracy in the prediction of the dependent variable.
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These FS AI algorithms can be divided into twomain categories:
(1) the “minimal – optimal” ones, which determine a small, minimal set of features

affecting the dependent variable, which can provide optimal prediction accuracy
for it (most traditional FS algorithms belong to this category); and

(2) the “all-relevant” ones, which determine all the features that affect the dependent
variable, and not only the nonredundant ones, as it happens in “minimal – optimal”
FS algorithms (there is a smaller number of novel algorithms belonging to this
category) (Kursa et al., 2010; Kursa and Rudnicki, 2010; Alelyani et al., 2011; Tang
et al., 2014).

Therefore, if there are a number of features that affect the dependent variable, which are to some
extent redundant (i.e. there is some degree of association among them), the “minimal – optimal”
FS algorithms will select only some of them (a minimal subset), which have low levels of
redundancy (association); however, it will not select some other features, which affect the
dependent variable, but have high levels of association with the selected ones (as these other
features do not increase further the accuracy of the prediction of the dependent variable, beyond
the accuracy achieved based on the initially selected features). On the contrary, the “all-relevant”
FS algorithms will select all the features that affect the dependent variable, regardless of
possible associations among them. Therefore, the “all-relevant” FS algorithms are appropriate if
our objective is to extract knowledge and insight from big data sets as to which the features
actually affect the dependent variable, whereas the “minimal – optimal” FS algorithms are
appropriate if our objective is to predict the value of a dependent variable for a new unit from the
corresponding values of the independent variables for this unit (which are known).

Because the objective of this study is the former (to extract knowledge and insight
concerning characteristics of a firm and its external environment that affect the degree of its
sales revenue reduction because of economic crisis), we are using an “all-relevant” FS
algorithm. In particular, we are using the Boruta “all-relevant” variables identification
algorithm (Kursa et al., 2010; Kursa and Rudnicki, 2010; Alelyani et al., 2011; Tang et al.,
2014), which is an FS approach, particularly useful when one is interested in understanding
the “mechanisms” related to a dependent variable of interest, rather than just building a
“black box” predictive model of it with good prediction accuracy. The basic idea of the
Boruta algorithm is that based on the original feature set, another artificial set of features is
created, which consists of shuffled copies of all features, which are called “shadow features”.
This “shadow features” set is then merged with the original one; a Random Forest classifier
is constructed based on the merged data set; and for each feature, an importance measure is
calculated (usually the “mean decrease impurity” of the feature), to evaluate the importance
of the feature. At each iteration, Boruta FS algorithm evaluates one real feature, by
assessing whether it has a higher importance than the best of the shadow features, and if
this does not happen, the feature is removed (as it is un-important). Finally, the algorithm
stops when all features get either confirmed or removed, or it reaches a specified limit of
runs. This FS algorithm offers three crucial advantages over other techniques that might be
used for the same purpose (e.g. various kind of regression):

� It can handle large numbers of features without performance and reliability
deterioration, so it is appropriate for exploiting really “big data” sets; this does not
happen in other techniques that might be used for the same purpose, such as
regression analysis, in which when the number of independent variables increases,
the confidence intervals of the bi-coefficient estimations increase as well, so some
statistically significant ones may be incorrectly estimated as insignificant.
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� If there are associations – correlations between some of the features (which is quite
usual), this algorithm will not omit features that affect the dependent variable if
they are associated – correlated with other selected features, again this does not
happen in other techniques that might be used for the same purpose; for instance, in
regression analysis, if some independent variables that actually affect the dependent
variable have high levels of correlation, then for some of them, their bi-coefficients
might be correctly estimated as statistically significant, but for some others, their
bi-coefficients might be incorrectly estimated as statistically insignificant (multi-
collinearity problem).

� Also, the Boruta FS algorithm can identify not only the features that have linear
effects on the dependent variable, but also the ones having nonlinear effects on it.

It should be noted that limited research has been conducted on the exploitation of advanced
AI algorithms for supporting policymaking, though the latter quite often necessitates
distinguishing from complex economic and social environments their most important
elements with respect to government agencies’ specific objectives, to focus their attention
and scarce personnel and economic resources on them; this usually requires analyzing big
data sets and identifying their most relevant features/variables for a specific problem/need
that has to be addressed, which have substantial impact on the targeted outcome variables.
Furthermore, most of these limited studies use FS AI algorithms as complements of MS
algorithms, to improve the performance of the latter by selecting the most relevant
independent variables (Sethi and Jain, 2010; Chang and Tsai, 2017). Our study contributes to
filling this research gap, by investigating the independent use of an FS AI algorithm for
supporting policymaking for one of the biggest problems of market-based economies: the
economic crises.

2.5 Conceptualizations of main elements of a firm and external environment
Though the Boruta FS algorithm, as mentioned above, can process large numbers of
variables without performance and reliability deterioration, to select all the relevant ones
that affect the dependent variable (which in our study is firm’s resilience to economic crisis),
it is useful to make initially a preselection of reasonable and meaningful potential
independent variables, among the numerous variables that might be available in the quite
big data sets of government (e.g. of statistical agencies, taxation authorities, etc.). This can
be done by preselecting from these big data sets appropriate characteristics of firms and
their external environment that, according to previous management and IS literature, are
expected to affect their performance (as they might affect firms’ performance in coping with
the crisis as well, and therefore their resilience to the difficult crisis conditions). Highly
useful for this purpose as theoretical foundations can be conceptualizations of the main
elements of a firm, and also conceptualizations of firm’s external environment, that
determine firm’s performance, developed in previous management science and IS research;
they can provide direction for the initial filtering of the numerous variables that the existing
big data sets might include and preselection of a set of reasonable and meaningful potential
independent variables to be processed by the Boruta FS algorithm. This is highly important
as previous literature has emphasized the risks posed by purely “big data-driven” research,
lacking theoretical direction and foundation (so it does not exploit the valuable knowledge
that relevant theories incorporate), which can lead to the production of meaningless or
spurious conclusions that cannot be explained and understood, and constitute unsafe bases
for action (Gonzalez-Bailon, 2013; Mazzocchi, 2015; Rai, 2016). According to Rai (2016), big
data and theory are mutually reinforcing and synergistic for producing highly reliable
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knowledge, as theory provides basis for collecting/using the appropriate data, as well as for
making sense of them.

The most widely recognized and used conceptualization of the main elements of a firm is
definitely the classical “Leavitt”s Diamond” framework (Leavitt, 1964); according to it, the
four main elements of a firm that constitute the main determinants of its performance are as
follows:

� task (= the strategies, as well as the administrative and production processes of the
firm);

� people (= the skills of firm’s human resources of the firm);
� technology (= the technologies used for implementing the above processes); and
� structure (= the organization of the firm in departments, and the communication

and coordination patterns of them).

However, this fundamental framework focuses mainly on firm’s resources (e.g. human,
technological, organizational), but subsequent strategic management research has revealed
the high importance for the performance of a firm not only of its resources but also of their
exploitation for developing capabilities to performing efficiently and effectively the most
important functions of the firm (Johnson et al., 2017); gradually, firm’s capabilities have been
widely recognized as important elements of a firm, and the most critical determinants of its
performance. Because of the increasing penetration and use of ICT by firms, among themost
important capabilities of a firm are definitely its ICT-related capabilities (Lu and
Ramamurthy, 2011; Chen et al., 2014), which concern firm’s ability for efficient and effective
mobilization and exploitation of ICT resources to support and enhance firm’s activities.

Furthermore, strategic management research has revealed that beyond the above
“ordinary” capabilities, in dynamic fast-changing business environments their “dynamic”
capabilities are of critical importance for firms’ performance as well (Teece, 2007; Drnevich
and Kriauciunas, 2011); dynamic capabilities are defined as firm’s abilities for sensing
changes in its external environment that create opportunities and threats, seizing the
opportunities, and making the required reconfigurations of firm’s resources base (e.g.
modifications, extensions, upgrades and new combinations of firm’s resources) to adapt to
and remain competitive in the new external conditions. As the economic crises give rise to
big changes in firm’s external environment [e.g. decrease of demand for their products and
services, changes in customers’ needs and preferences (toward lower cost and higher value
for money products and services), new products and service offerings by competitors, etc.],
we expect their dynamic capabilities to be highly important for adapting to and coping with
the new conditions, and finally exhibiting higher resilience to crises. According to relevant
literature, the most important dynamic capabilities of a firm for its performance are as
follows:

� firm’s absorptive capacity (ACAP) (Cohen and Levinthal, 1990; Camis�on and Forés,
2010), defined as its ability to recognize and acquire useful new knowledge from the
external environment, assimilate it, integrate/combine it with its existing internal
knowledge and then exploit it to make valuable innovations in its processes,
products and services; and

� organizational agility (Sherehiy et al., 2007; Lu and Ramamurthy, 2011), defined as
the ability to detect changes in market environment and respond to them.

With respect to firm’s external environment, the most widely recognized and used
conceptualization of it is Porter’s Five Forces Framework (Johnson et al., 2017), which
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defines the main elements of firm’s external sectoral micro-environment that shape the
“generalized competition” it faces, and finally affect significantly its performance; these
main elements are competition (price and non-price), bargaining power of buyers,
bargaining power of suppliers, threat of new entrants and threat of substitutes.
Furthermore, as mentioned above, strategic management research has revealed the
importance also of the degree of dynamism of firm’s external environment with respect to
products and services, technologies and customers’ preferences (Teece, 2007; Chen et al.,
2014).

Therefore, from the numerous variables that might be available in big government and
private firms’ data sets, we can make an initial preselection of variables concerning the
abovementioned main elements of a firm, which, according to previous management and IS
research literature, determine its performance: task (strategic orientations and processes),
human resources, technology (and especially use of ICT), structure and also ordinary
capabilities (and especially ICT capabilities) as well as dynamic capabilities (and especially
ACAP and agility); and also variables concerning the abovementioned main elements of a
firm’s external environment that also affect significantly its performance: price and non-
price competition, bargaining power of buyers, bargaining power of suppliers, threat of new
entrants and threat of substitutes, as well as various aspects of environment dynamism.
These preselected variables can be used as potential independent variables and processed
by the Boruta FS algorithm, to identify all the relevant ones that affect the dependent
variable of this study: firm’s resilience to the crisis.

3. Proposed methodology
The proposed economic crisis policy analytics methodology aims to identify characteristics
of a firm and its external environment that affect its resilience to economic crisis, focusing
initially on the most important measure of it: the reduction of firms’ sales revenue because of
the crisis (however, our methodology can be used for any other measure of firm’s resilience
to economic crisis). Therefore, the dependent variable of our methodology is the degree of
firm’s sales revenue reduction because of the crisis. The capabilities and advantages offered
by the abovementioned advanced Boruta AI FS algorithm (outlined in Section 2.4) allow us
to examine a large number as well as a wide thematic range of potential independent
variables, to identify all the relevant and influential ones. This enables us to examine not
only simpler characteristics of the firm, but also a wide range of more sophisticated ones,
concerning important ordinary and dynamic capabilities of the firm, as previous
management and IS research has revealed their importance as determinants of firm’s
performance (so they might affect firms’ performance in coping with the crisis as well, and
therefore their resilience to the difficult crisis conditions); however, it is not possible to find
data about these capabilities in government data sets, so we have to complement them with
relevant data sets of private sector firms’ (e.g. business information or consulting firms) that
include such data.

Our methodology can provide a substantial support for the design of public policies for
reducing the negative impact of economic crisis on firms, which can impair significantly
their both short-term and medium- and long-term performance. In particular, it enables a
better understanding of the kinds of firms (in terms of characteristic, resources, capabilities,
practices, etc.) that experience more negative consequences from the crisis, to design
appropriate targeted public policies and programs for supporting them; and also the kinds
of firms that have been more resilient and resistant to the crisis, to learn from them which
can be quite useful in order to; and it enables the identification of characteristics, resources,
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capabilities, practices, etc. that enhance firms’ ability to cope with economic crisis, so that we
can promote them through educational and support activities.

In particular, our methodology exploits existing data from the following sources:
� From taxation authorities, we can exploit data they possess concerning firms’ sales

revenue before and during the economic crisis, from which sales revenue reduction
because of economic crisis can be calculated.

� From statistical agencies, and also from private sector business information and
consulting firms, we can exploit data they possess concerning various
characteristics of firms (e.g. resources, capabilities, practices, etc.) and their external
environment.

The proposed methodology includes two stages of processing these data, which are shown
with their theoretical foundations in Figure 1:

(1) An initial filtering of the numerous variables that might be available in the big
government and private sector data sets we are using, and preselection of
meaningful potential independent variables among them, based on the theoretical
foundations outlined in Section 2.5.

(2) Processing of the preselected variables using an AI “all-relevant” FS algorithm,
such as the abovementioned Boruta one, to determine/identify all the relevant
variables that actually affect the degree of sales revenue reduction because of the
crisis.

In particular, based on the theoretical foundations outlined in Section 2.5, we preselect
potential independent variables that belong to the following eight categories:

(1) Strategic orientations: this category can include variables concerning the degree of
adopting the main strategies described in relevant strategic management literature
(Johnson et al., 2017), such as cost leadership, differentiation, focus, innovation and
export.

(2) Processes: it can include various characteristics of firm’s processes, such as
complexity, efficiency, formality and flexibility.

(3) Human resources: it can include variables concerning the general education/
skills level of firm’s human resources (e.g. shares of firm’s personnel having
tertiary education, vocational/technical education, etc.), as well as the
possession of specific skills concerning important technologies (e.g. concerning

Figure 1.
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ICTs or various production technologies), the provision of various kinds of
training, etc.

(4) Technology: variables concerning the use of various important ICTs [such as
Enterprise Resource Planning (ERP) systems, Customer Relationships Management
(CRM) systems, Supply Chain Management (SCM) systems, Business Intelligence/
Business Analytics (BI/BA) systems, Collaboration Support (CS) systems, e-sales,
social media, cloud computing, etc.], or the use of various production technologies.

(5) Structure: variables concerning various aspects of the structure of the firm, such as
main structural design (functional, product/service based, geographic, matrix),
degree of differentiation, specialization, centralization/decentralization, use of
organic structural forms, etc. (Sherehiy et al., 2007; Jones, 2013).

(6) Ordinary capabilities: variables concerning the levels of firms’ capabilities to
perform efficiently and effectively the main firm’s functions, such as the ones
proposed by Porter’s value chain model (inbound logistics, operations, outbound
logistics, marketing and sales, service (primary ones) and human resource
management, technology development, procurement, infrastructure) (Johnson et al.,
2017); and also the levels of various ICT capabilities of the firm (Lu and
Ramamurthy, 2011; Chen et al., 2014).

(7) Dynamic capabilities: variables concerning the main aspects of firm’s ACAP (such
as recognition and acquisition or relevant external knowledge; assimilation of it;
integration/combination of it’; and exploitation for innovations in its processes,
products and services) (Cohen and Levinthal, 1990; Camis�on and Forés, 2010), as
well as agility (e.g. agility with respect to emergence of new technologies, new
suppliers, new products and services as well change of prices by competitors, etc.)
(Sherehiy et al., 2007; Lu and Ramamurthy, 2011).

(8) External environment: variables concerning the intensity of the five aspects of the
“generalized competition” proposed by Porter’s Five Forces Framework (Johnson
et al., 2017): price and non-price competition, bargaining power of buyers,
bargaining power of suppliers, threat of new entrants and threat of substitutes;
and also variables concerning various aspects of dynamism of firm’s external
environment.

4. Application
An application of the economic crisis policy analytics methodology described in the
previous section has been made for the identification of characteristics of Greek firms as
well as their external environment that affect the degree of their sales revenue reduction
because of the long and intensive economic crisis that Greece experienced (Gourinchas et al.,
2016). For this purpose, we have used existing Greek firm’s data for the period 2009–2014
from three sources:

(1) the Ministry of Finance – Taxation Authorities;
(2) the Hellenic Statistical Authority; and
(3) the ICAP S.A., a well-known business information and consulting firm.

In particular, we have used data from these three sources for 363 Greek firms: 40.2% of them
were from manufacturing sectors, 9.4% from constructions and 50.4% from services
sectors; 52.6% of themwere small, 36.1%medium and 11.3% large ones.

TG



Our dependent variable was the percentage of sales revenue reduction because of the
economic crisis in the period 2009-2014, which was discretized by the Ministry of Finance
(to avoid providing too detailed data about this critical topic and violating data protection
regulations) into a variable with 13 possible discrete values (SALREV_RED): increase by
more than 100%; increase by 80%-100%; increase by 60%-80%; increase by 40%-60%;
increase by 20%-40%; increase by 1%-20%; unchanged sales; decrease by 1%-20%;
decrease by 20%-40%; decrease by 40%-60%; decrease by 60%-80%; decrease by
80%-100%; and decrease by more than 100%.

We selected the following 61 independent variables, from 7 out of the 8 categories
described in the previous section (because we did not find any variable in the available data
sets concerning the “Processes” category):

(1) Strategic orientations: degree of adopting a cost leadership strategy (STRAT_CL), a
differentiation strategy (STRAT_DIF), a product/service innovation strategy
(STRAT_INNOV) (five levels ordinal variables); introduction of product/service
innovations in the past three years (INNOV_PRS), introduction of process innovations
in the past three years (INNOV_PROC) (binary variables); percentage of sales revenue
coming from new products/services introduced in the past three years (NEW_PS_P),
percentage of sales revenue coming from products/services significantly improved in
the past three years (IMPR_PS_P) (continuous variables); introduction of innovations
in the production processes or in the services delivery processes (INN_PRSD),
introduction of innovations in the sales, shipment or warehouse management
processes (INN_SSWM), introduction of innovations in support processes (such as
equipment maintenance) (INN_SUPP); conduct of R&D (R&D) (binary variables); and
exports as percentage of firm’s sales revenue (EXP_P) (continuous variable).

(2) Human resources: number of employees (EMPL); percentage of firm’s employees having
tertiary education (EMPL_TERT), vocational/technical education (EMPL_VOCT), high
school education (EMPL_HIGH), elementary school education (EMPL_ELEM);
percentage of firm’s employees using computer for their work (EMPL_COM), firm’s
intranet (EMPL_INTRA), internet (EMPL_INTER); and ICT personnel as a percentage
of firm’s total workforce (EMPL_ICT) (continuous variables).

(3) Technology: degree of ERP system use (D_ERP), CRM system use (D_CRM), SCM
system use (D_SCM), BI/BA use (D_BIBA), CS systems use (D_CS) (five levels
ordinal variables); conduct of e-sales (E-SAL) (binary variable); use of social media
for sales’ promotion (SM_SPRO) for collecting customers’ opinions and complaints
about firm’s products and services (SM_OPCO), for collecting ideas for improving
products and services (SM_IMPS), for finding personnel (SM_PERS), for internal
co-operation within the firm (SM_INTC), for information exchange with other
partner firms (SM_IPAR) (three levels of ordinal variables); use of cloud computing
(CLOUD) (binary variable); and degree of using cloud computing IAAS (CL_IAAS),
cloud computing PAAS (CL_PAAS), cloud computing SAAS (CL_SAAS) (five
levels ordinal variables)

(4) Structure: use of organic structural forms (such as teamwork and job rotation)
(ORG) (binary variable).

(5) Ordinary capabilities: six variables concerning the main ICT-related capabilities
identified in relevant literature (Lu and Ramamurthy, 2011; Chen et al., 2014)
concerning ICT strategic planning/alignment (ICT_STRPL), cooperation between
ICT and business units (ICT_BUSC), cooperation with ICT vendors (ICT_VENDC),
development of ICT applications (ICT_ADEV), modification of ICT applications
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(ICT_AMOD) and integration of ICT applications (ICT_AINT) (five levels ordinal
variables).

(6) Dynamic capabilities: four variables concerning the main aspects of ACAP (Cohen and
Levinthal, 1990; Camis�on and Forés, 2010): firm’s ability for external relevant
knowledge recognition and acquisition (ACAP_ACQ), dissemination and analysis
(ACAP_DIS), assimilation and integration in firm’s knowledge base (ACAP_INT) and
exploitation for process, products and services innovations (ACAP_EXP); and six
variables concerning the main aspects of organizational agility (Sherehiy et al., 2007;
Lu and Ramamurthy, 2011) with respect to firm’s reaction ability to respond to the
introduction of new products and services by competitors (AG_NPS), new pricing
policies of them (AG_NPR), changes in the demand for its products and services
(AG_CDE), to customize its products and services to customers’ special needs
(AG_CUST), to expand to new markets (AG_EXPM) and to change suppliers to
reduce cost and increase quality (AG_CSUP) (five levels of ordinal variables).

(7) External environment: number of competitors (N_COMP) (continuous variable);
intensity of price competition (INT_PCOM), non-price competition (INT_NPCOM);
and also four environmental dynamism variables concerning the extent of changes
in products and services (DYN_PRS), technologies (DYN_TECH), demand for
products/services (DYN_PRS) and competitors’ movements (DYN_COMP)
(Sherehiy et al., 2007; Lu and Ramamurthy, 2011) (five levels of ordinal variables).

(8) General: sector (SECT) (binary variable: manufacturing/services).

The results from processing the above variables using the Boruta FS AI algorithm are
shown in Table 1, in which we can see “all-relevant” variables identified in order of
importance for the dependent variable. In particular, ten variables have been identified that
affect the degree of sales revenue reduction because of the crisis (SALREV_RED). For each
of them, we examined then whether it has a positive and negative effect: for each binary and
ordinal variable, this was done by calculating and comparing the averages of
SALREV_RED for all its discrete values; for the continuous variables, we did the same after
discretizing them (initially we recoded them into corresponding binary variables based on
the median value: values lower than the median were recoded into 0, whereas values higher
than the median were recoded into 1; and then we recoded them similarly into corresponding
four levels of variables based on the quartile values).

Table 1.
Relevant variables
affecting the degree
of sales revenue
reduction because of
the crisis

Variable Impact

Use of organic structural forms (teamwork, job rotation) (ORG) Negative
Percentage of sales revenue coming from new products/services introduced
in the past three years (NEW_PS_P) Negative
Introduction of innovations in support processes (such as equipment maintenance)
(INN_SUPP); Negative
Introduction of innovations in the sales, shipment or warehouse management processes
(INN_SSWM) Negative
Number of employees (EMPL) Negative
Degree of ERP systems use (D_ERP) Negative
Percentage of personnel having vocational/technical education (EMPL_VOCT) Positive
Exports as percentage of firm’s sales revenue (EXP_P) Negative
Percentage of personnel having tertiary education (EMPL_TERT) Negative
Capability for integration of ICT applications (ICT_AINT) Negative
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We remark that the most important of the examined variables (firm characteristics) for the
dependent variable (degree of sales revenue reduction because of the crisis) is the use of
organic structural forms (such as teamwork and job rotation), which has negative impact on
SALREV_RED, so it reduces the negative consequences of the crisis on firm’s sales revenue.
The economic crises give rise to big changes in firms’ external environment (e.g. decrease of
demand for their products and services, changes in customers’ needs and preferences, new
lower cost products and service offerings by competitors, etc.); they increase its complexity;
the adoption of organic structures (such horizontal teams) allows a more intensive exchange
and synthesis of information and knowledge among employees from different functions and
departments, which enables:

� a better and more holistic understanding of these environmental changes/
complexities; and

� a more effective design and implementation of actions for responding to them, such
as new products/services with lower cost or higher value-for-money, new pricing
policies, expansions to new markets (both domestic and foreign ones), etc.

Furthermore, we remark that four out of the ten identified relevant variables belong to the
category “strategic orientations,” all of them having negative impact on SALREV_RED, so
they represent strategies that increase firm’s resilience to economic crisis. Three of them
concern innovation strategies: percentage of sales revenue coming from new products and
services, introduction of innovations in support processes (such as equipment maintenance),
as well as introduction of innovation in sales, shipment, warehouse management processes.
Therefore, the introduction of new products and services creates new markets and sales
opportunities, which generate new sales revenue that compensates to some extent for the
reduction of sales revenue from the “traditional” products and services of the firm because of
the crisis; additionally, it is possible to introduce new products and services, which are lower
cost and higher value-for-money variants of previous ones, so they are highly attractive for
most customers during the crisis. Furthermore, the above process innovations increase
firm’s efficiency, which is quite useful for coping with the difficult crisis conditions and
becomingmore competitive to gain a larger share of the sharply declining market during the
crisis. The fourth “strategic orientations” related variable concerns the adoption of an export
strategy; this indicates that exports generate sales revenue from foreign markets (not
suffering from economic crisis), so they reduce firm’s reliance on its domestic market that
suffers from economic crisis and declining demand, and decrease the negative consequences
of the latter on firm’s overall sales revenue.

Furthermore, there are two of the identified relevant variables that concern the
exploitation of ICTs in the firm, both of them having negative impact on SALREV_RED: the
use of ERP systems and the capability for integration of existing ICT applications; this
reveals two important technological characteristics that increase firm’s resilience to
economic crisis. The use of ERP systems provides comprehensive and integrated electronic
support of all firm’s functions, so it enhances their efficiency, which is quite useful for
coping with the crisis and gaining a large share of the declining demand during the crisis
(for which there is strong competition). Also, a high capability for integrating existing ICT
applications enables the interconnection of isolated “islands of automation” (belonging to
the same or different departments), and their evolution toward an integrated ICT
infrastructure, enabling data and functionality of one ICT application to be exploited by
others as well; this improves cooperation between firm’s departments, and enhances firm’s
efficiency, increasing its resilience to crisis.
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Finally, there are three of the identified relevant variables that concern firm’s “human
resources.” The employment of personnel with tertiary education has a negative impact on
SALREV_RED, so it increases firm’s ability to cope with the crisis; on the contrary, the
employment of personnel with lower vocational/technical level education (though less
costly) has the opposite effects. This indicates that the employment personnel with high
level of education increases firm’s ability to understand better the big changes as well as
complexities in firm’s environment that the crisis gives rise to, and then design and
implement more effective response actions, such as new products/services with lower cost or
higher value-for-money, new pricing policies and expansions to new markets (both domestic
and foreign ones). The number of firm’s employees has also a negative impact on
SALREV_RED, indicating that larger firms have lower reductions of sales revenue because
of the crisis.

It is interesting that most of the examined ordinary capabilities (with the only exception
of the abovementioned capability for integration of existing ICT applications), as well as all
the examined dynamic capabilities (concerning firm’s ACAP and organizational agility), are
not included among the ones found as “relevant” (i.e. affecting firm’s resilience in the crisis).
This indicates that firms do not exploit these capabilities effectively (possibly with
appropriate adaptations of them) to cope with the economic crisis.

It should be noted that the above findings are highly reliable, because of the three crucial
advantages that the FS AI algorithm we have used offers over other techniques that might
be used for the same purpose (e.g. various kind of regression), which have been mentioned in
Section 2.4. These findings are not sensitive to variations of the potential independent
variables set used, as the subset of the most important independent variables, which affect
substantially the dependent one, is extracted based on the influence of each of them on the
values of the dependent variable. So, we believe that our findings are useful for the design of
effective public policies for reducing the negative consequences of economic crisis on firms.
In particular, our findings indicate that Greek government agencies, to reduce the negative
consequences of the economic crisis on firms, should design and implement effective public
policies (such as legislation, financial support and provision of training and consulting) for
promoting firms’ innovation and export activities. Furthermore, it is necessary to design and
implement effective public policies (including financial support, as well as provision of
training and consulting) for promoting the adoption of ERP systems, organic structural
forms (complementing their hierarchical structures with horizontal teamwork) and for
employing personnel of higher educational level. These public policies should be focused on
small andmedium firms, as they seem to be less resilient to the crisis.

5. Conclusions
In the previous sections, a public sector data analytics methodology has been presented,
which aims to support the highest strategic-level task of government, the development of
public policy, based on advanced AI techniques. In particular, it exploits existing big data
sets of the public as well as the private sector, and processes them with an advanced big
data-oriented AI FS algorithm, to identify characteristics of a firm (e.g. resources,
capabilities, practices, etc.) as well as its external environment that affect (positively or
negatively) its resilience to economic crisis. This provides valuable support for
policymaking concerning one of the most serious and large-scale problems that
governments repeatedly face: the economic crises. It enables the development of appropriate
and focused public policies for reducing the negative impact of economic crisis on firms, and
therefore on the economy and the society. Furthermore, because the big data sets of the
public and the private sector that we can use for the above purposes usually include quite
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large numbers of variables, our methodology provides also guidance for an initial filtering of
them and preselection of meaningful and reasonable independent variables to be processed
by the above AI algorithm, based on sound theoretical foundations from previous
management science and IS research. This enables avoiding the risks posed by the purely
“big data-driven” research, lacking theoretical direction and foundation, which have been
identified in previous relevant literature (Gonzalez-Bailon, 2013; Mazzocchi, 2015; Rai, 2016).
The AI FS technique our methodology is based on provides serious advantages in comparison
with other alternative techniques that can be used for the same purpose (such as various kinds of
regression analysis): it can handle large numbers of features, even highly correlated ones, without
the performance and reliability deterioration exhibited by the other alternative techniques. A first
application of this methodology has been presented, which leads to interesting findings and
insights, and provides afirst validation of thismethodology.

Our public sector data analytics methodology is of wider applicability, as it can be used
after some minor adaptations in many thematic domains of government intervention for
identifying characteristics of firms that affect positively or negatively the adoption of
various positive behaviors/activities (such as export, expansion to other countries and
adoption of new technologies) or negative ones (such as reduction of personnel employment
and disinvestment), by combining and exploiting multiple sources of public and private
sector data. This can be quite useful for the design of effective design of public policies for
promoting various positive firms’ behaviors/activities and reducing negative ones.

Our research has interesting implications for research and practice. With respect to
research, it creates new knowledge in two emerging, highly important for the society and the
economy, digital government research domains:

� public sector data analytics, focusing on policy analytics, by developing an
approach for exploiting big public and private sector data to support policymaking
concerning one of the most serious problems of the market-based economies (though
our approach is of much more general applicability in a wide range of thematic
domains of government intervention); and

� AI exploitation in government, by developing an approach for the exploitation of an
AI “all-relevant” FS algorithm, which has not been exploited in the past for public
sector data analytics, to support public policymaking on such a critical economic
challenge.

With respect to practice, it provides support to government agencies for designing policies
for reducing the negative impact on firms of one of the most important problems of market-
based economies: the economic crises. It enables a better understanding of the kinds of firms
that are more strongly hit by the crisis, which is quite useful for the design of effective and
focused public policies for supporting them; and at the same time, it reveals firms’
characteristics, resources, capabilities, practices, etc. that enhance their ability to cope with
economic crisis, so that appropriate policies for promoting them through educational and
support activities can be designed and implemented. Furthermore, as mentioned above, the
proposed methodology is of wider applicability for supporting policymaking in many other
thematic domains of government intervention, aiming at the promotion of various kinds of
firms’ positive behaviors/activities, and the reduction of negative ones.

However, further research is required in the above directions:
� further application of our methodology in various national contexts, at both national

and sectoral level, for various kinds of economic crises, using a wider range of
potential independent variables;
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� improvement of the methodology based on the results of such applications;
� extension of the methodology with additional AI techniques, such as clustering ones;
� application of the methodology in other thematic domains of government

intervention for supporting the design of various kinds of policies; and
� use of the above ten “relevant” variables we have identified for the construction of a

prediction model of firms’ resilience to crisis (which can be useful in future economic
crises); also it would be useful to examine to what extent the use of all the initial 61
independent variables – or a smaller subset of them identified using a “minimal
optimal” FS algorithm – would improve prediction accuracy.
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Appendix

Dependent variable

SALREV_RED Total percentage of change of your sales (increase or decrease) during the economic crisis
of 2009-2014

Independent variables – strategic orientations
STRAT_CL To what extent does your business strategy include low prices in comparison with the

competition?
STRAT_DIF To what extent does your business strategy include high quality of products/services in

comparison with the competition?
STRAT_INNOV To what extent does your business strategy include introduction of new products/

services (with significant innovations)?
INNOV_PRS Over the past three years did your firm introduce product innovations (=new or

significantly improved products)?
INNOV_PROC Over the past three years did your firm introduce process innovations (=new or

significantly improved processes)?
NEW_PS_P What percentage of your total sales revenue (turnover) in 2014 came from new products/

services that were introduced in the market during the three previous years?
IMPR_PS_P What percentage of the total sales revenue (turnover) in 2014 came from products/services that

you had introduced before 2012, but were improved significantly over the past three years?
INN_PRSD Did you introduce methods/process innovation in the goods production or services’

delivery processes in the past three years?
INN_SSWM Did you introduce methods/process innovations in the sales, shipment or warehouse

management processes?
INN_SUPP Did you introduce methods/process innovations in the support processes (e.g. in the

equipment maintenance ones)?
R&D Did your firm conduct R&D (Research and Development) in the past three years?
EXP_P Percentage of exports in firm’s sales revenue in 2014

Independent variables – human resources
EMPL Number of employees at the end of 2014 (including any temporary employees, part-time,

etc., who should be counted as full-time equivalents)
EMPL_TERT Percentage of tertiary education graduates in the personnel of your firm
EMPL_VOCT Percentage of vocational/technical education graduates in the personnel of your firm
EMPL_HIGH Percentage of high school graduates in the personnel of your firm
EMPL_ELEM Percentage of elementary school graduates in the personnel of your firm
EMPL_COM What percentage of the employees of your firm use computer in their work (e.g. PC,

terminal or laptop)?
EMPL_INTRA What percentage of the employees of your firm uses the intranet (internal network) of the

firm in their work?
EMPL_INTER What percentage of the employees of your firm uses internet in their work?
EMPL_ICT Percentage of qualified ICT personnel in the workforce of your firm

Independent variables – technology
D_ERP To what extent are Enterprise Resource Planning (ERP) systems used in your firm?
D_CRM To what extent are Customer Relationship Management (CRM) systems used in your firm?
D_SCM To what extent are Supply Chain Management (SCM) systems (= systems that support

the electronic exchange of information with customers, suppliers and business partners,
such as inventory levels, orders, production, shipments and invoices) used in your firm?

D_BIBA To what extent are Business Intelligence/Business Analytics systems (= systems that
support advanced forms of processing business data, which lead to the creation of useful
reports, as well as various types of models that aim at the support of decision-making –
this can be either a separate software, or a module of an ERP or CRM system) used in
your firm?

(continued )

Table A1.
Definitions/questions
of the dependent and
independent
variables
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D_CS To what extent are collaboration support systems [= systems that support the internal
collaboration between employees of the firm, and/or external collaboration with
customers, suppliers and partners, offering capabilities of sharing various forms of
content (e.g. text files, images), forum, instant messaging (and other forms of
communication), project management, etc.] used in your firm?

E-SAL Do you conduct online sales of products/services through the internet?
SM_SPRO To what extent do you use social media for sales promotion?
SM_OPCO To what extent do you use social media to collect customers’ opinions, comments and

complaints about your products or services?
SM_IMPS To what extent do you use social media to collect ideas for improvements or innovations

in your product or services?
SM_PERS To what extent do you use social media to search for and find personnel?
SM_INTC To what extent do you use social media to support the internal exchange of information

and co-operation among the employees of your firm?
SM_IPAR To what extent do you use social media to support the external exchange of information

and co-operation with other firms (e.g. partners, suppliers, customers, etc.)?
CLOUD Do you use cloud computing?
CL_IAAS To what extent you use IaaS (Infrastructure as a Service = use of remote computing

power and storage through the internet)?
CL_PAAS To what extent you use PaaS (Platform as a Service = remote use of the above plus

database management systems and application development tools/environments/
languages through the internet)?

CL_SAAS To what extent you use SaaS (Software as a Service = use through the internet of remote
application software that run on provider’s systems)?

Independent variables – structure
ORG Over the past three years did your firm use organic structural forms of work

organization (such as teamwork and job rotation)?

Independent variables – ordinary (ICT) capabilities
ICT_STRPLAL To what extent does your firm have ICT strategies and plans, which are connected with

the overall strategies and plans of the firm (ICT business strategic alignment)?
ICT_BUSC To what extent in your firm there is good cooperation, mutual understanding and trust

between the ICT unit/personnel and the business units/personnel who use ICT for their
work?

ICT_VENDC To what extent does your firm have good cooperation, trust and exchange of information
with its ICT vendors (of hardware/software/networks), as well as support from them for
solving all ICT-related problems?

ICT_ADEV To what extent does your firm have capability of rapid internal development of new
software applications (by the ICT personnel of your firm) to meet new needs?

ICT_AMOD To what extent does your firm have capability of rapid internal implementation of
various modifications in your application software (by the ICT personnel of your firm) to
meet requirements’ changes?

ICT_AINT To what extent does your organization have capability of rapid internal implementation
of various interconnections/integrations of existing applications (by the ICT personnel of
your firm)?

Independent variables – dynamic capabilities
ACAP_ACQ To what extent does your firm have capability of recognizing, identifying and acquiring

relevant data useful for the firm knowledge from its external environment (suppliers,
partners, research centers, universities)?

ACAP_DIS To what extent does your firm have internal practices and procedures for the internal
dissemination and analysis of this external knowledge?

(continued )
Table A1.
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ACAP_INT To what extent does your firm can absorb/assimilate this external knowledge and
integrate it into the existing knowledge base of the firm?

ACAP_EXP To what extent does your firm have capability to use/exploit this knowledge for process,
products and services innovations?

AG_NPS To what extent can your firm easily and quickly react to the introduction of new
products and services by competitors?

AG_NPR To what extent can your firm easily and quickly introduce new pricing policies in
response to competitors’ prices changes?

AG_CDE To what extent can your firm easily and quickly respond to changes in the demand for
your products or services?

AG_CUST To what extent can your firm easily and quickly adapt/customize its products and
services to meet specific customers’ needs?

AG_EXPM To what extent can your firm easily and quickly expand into new markets within the
country or abroad?

AG_CSUP To what extent can your firm easily and quickly change suppliers to achieve supply
costs’ reductions and quality improvements?

Independent variables – external environment
N_COMP Number of your main competitors
INT_PCOM How intensive is the competition you face from other firms with respect to price (price

competition)?
INT_NPCOM How intensive is the competition you face from other firms with respect to other

competition dimensions (non-price competition), such as quality of products/services,
customization of them and services’ provision?

DYN_PRS To what extent in the external environment/markets of your firm products and services
quickly become obsolete?

DYN_TECH To what extent in the external environment of your firm there are often changes in the
technologies of your products and services?

DYN_PRS To what extent in the external environment of your firm there are unpredictable changes
in the demand for your products and services?

DYN_COMP To what extent in the external environment of your firm there are unpredictable
movements of the competitors?

Independent variables – general
SECT Firm’s sectorTable A1.
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