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Abstract. In market-based economies often appear significant decreases of eco-

nomic activity, which lead to recessionary economic crises. These economic cri-

ses have quite negative consequences for firms, as they lead to significant de-

crease of their sales revenues; firms respond by decreasing on one hand their 

production and in general operational activities and expenses, personnel employ-

ment and materials’ procurement, and on the other hand their investments in pro-

duction equipment, digital technologies, etc., which leads to technological obso-

lescence. This reduction of investments, and especially of the ones in digital tech-

nologies, due to their importance for firms’ efficiency, effectiveness, and inno-

vation, can have quite negative impact on their future competitiveness, and even 

put at risk their survival. However, these negative consequences of economic cri-

ses differ significantly among firms: some of them exhibit a lower vulnerability 

to the crisis, so they have less negative consequences, while some other firms 

exhibit a higher vulnerability, and have more negative consequences; so the com-

petitive position of the former is significantly strengthened with respect to the 

latter, and finally the former are the ‘winners’ of the crisis, while the latter are 

the ‘losers’. This paper proposes a methodology for predicting the winner and 

loser firms of future economic crises with respect to a highly important class of 

technologies: the digital technologies. In particular, the proposed methodology 

enables the prediction of the multi-dimensional ‘pattern of digital vulnerability’ 

of an individual firm to a future economic crisis, which consists of the degrees of 

reduction of the main types of ‘digital investments’ as well as ‘digital operating 

expenses’ in a future economic crisis.  For this purpose, we are using Machine 

Learning algorithms, in combination with the Synthetic Minority Oversampling 

Technique (SMOTE), in order to increase their performance, which are trained 

using open government data from Statistical Authorities. Furthermore, a first ap-

plication/validation of the proposed methodology is presented, using open data 

from the Greek Statistical Authority for 363 firms for the severe Greek economic 

crisis period 2009-2014, which gave satisfactory results concerning the predic-

tion of nine different aspects of digital vulnerability to economic crisis (five of 

them concerned the main types of digital investment, and the other four con-

cerned the main types of digital operating expenses). 

Keywords: Economic Crises, Digital Technologies, Artificial Intelligence, Ma-

chine Learning 
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1 Introduction 

In market-based economies often appear significant decreases of economic activity, 

which lead to recessionary economic crises of different intensities, geographical scopes 

and durations [1-6]. In [3] are briefly described numerous economic crises that ap-

peared during the previous century, as well as their origins and negative consequences 

for the society and the economy; in the beginning of this century initially we had the 

severe 2007 Global Financial Crisis [1, 7], shortly after the end of it we had the COVID-

19 that gave rise to another economic crisis [8], while recently the Ukraine war resulted 

in big increases in the prices of oil, gas, wheat and other goods, which spark another 

economic crisis.  

These economic crises have quite negative consequences for firms, as they lead to 

decrease of the demand for their products and services, and therefore of their sales; 

firms respond to this by decreasing on one hand their production and in general opera-

tional activities and expenses, as well as personnel employment and materials’ procure-

ment, and on the other hand their investment in production equipment, digital technol-

ogies, etc., which leads to technological obsolescence. This reduction of investment, 

and especially of the ones in digital technologies, due to their high importance for firms’ 

efficiency, effectiveness, and innovation, can have quite negative impact on the future 

competitiveness of firms, or even put at risk the survival of some of them [1-2, 9-12]. 

However, these negative consequences of economic crises differ significantly among 

firms: some of them exhibit a higher capacity to cope with the crisis, so they have less 

negative consequences, and therefore higher resilience to the crisis; on the contrary, 

some other firms exhibit a lower capacity to cope with the crisis, so they have more 

negative consequences, and therefore lower resilience to the crisis [1-3, 13]. This results 

in a strengthening of the competitive position of the former with respect to the latter, 

so finally the former are the ‘winners’ of the crisis, while the latter are the ‘losers’. 

Governments, in order to mitigate the negative consequences of these economic crises 

for the firms and the citizens undertake huge interventions, such as large-scale eco-

nomic stimulus programs, which include the provision to firms of tax rebates, financial 

assistance, subsidies, financial support for investments, low-interest (or even no-inter-

est) loans, etc. [14-17]. 

This paper proposes a methodology for predicting the winner and loser firms of fu-

ture economic crises with respect to a highly important class of technologies for firms: 

the digital technologies. In particular, the proposed methodology enables predicting the 

multi-dimensional ‘patterns’ of digital vulnerability to economic crisis of individual 

firms. This digital vulnerability pattern of a firm includes the degrees of reduction of 

the main types of ‘digital investment’, e.g., in ICT hardware, software, staff training, 

etc., due to economic crisis. Furthermore, since the benefits that a firm obtains from the 

use of digital technologies depends not only on the magnitude of the above digital in-

vestments, but also on its relevant ‘digital operational expenses’, e.g., for ICT person-

nel, for cloud computing, etc. So, the pattern of digital vulnerability to economic crisis 

of an individual firm has to include also the degrees of reduction of the main types of 

‘digital operating expenses’.   
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 For this purpose, we employ Artificial Intelligence (AI) algorithms from the area of 

Machine Learning (ML) [18-20], which are used in order to construct a set of prediction 

models of the digital vulnerability of a firm concerning the abovementioned main types 

of digital investment as well as digital operating expenses; as independent variables are 

used the characteristics of each individual firm (e.g. concerning human resources’ size 

and quality (education and skills), production equipment, use of ICT, innovation, ex-

ports, strategic directions, comparative financial performance vis-à-vis competitors, 

etc.). For the training of these prediction models are used open government data (OGD) 

[21-23] from Statistical Authorities. The great potential of using AI in order to make 

advanced analysis of OGD, and extract from them valuable knowledge and prediction 

models, which can be quite useful for addressing the serious challenges that modern 

societies face, is highlighted and analyzed in a recent report of UNESCO [24]; in this 

report are also suggested some guidelines for governments in order to promote and 

accelerate this advanced exploitation of OGD through AI. However, at the same this 

report mentions that the use of OGD for training AI models can pose important chal-

lenges, which concern data privacy, data ethics, legal limitations, data infrastructures, 

data governance, as well as unrepresentative datasets with limited data from marginal-

ized groups.  

Furthermore, in this paper a first application/validation of the proposed methodology 

is presented, using OGD from the Greek Statistical Authority for 363 firms for the se-

vere Greek economic crisis period 2009-2014, which gave satisfactory results concern-

ing the prediction of nine different aspects of digital vulnerability to economic crisis 

(five of them concerned the main types of digital investment, and the other four con-

cerned the main types of digital operating expenses).    

The proposed methodology can be useful for government agencies that design and 

implement various types of interventions, such as large-scale economic stimulus pro-

grams, for mitigating the negative consequences of economic crises, in order to focus 

their digital actions (e.g., financial support or subsidies for firms’ digital investment, 

employment of ICT personnel or digital operating expenses in general) on the most 

digitally vulnerable firms, which most need government support. Also, our methodol-

ogy can be useful for banks and investment firms, in order to grant loans to and invest 

in firms that will not show high digital vulnerability to economic crisis, and therefore 

are not at risk of digital obsolescence (which can have negative consequences for their 

future competitiveness or even for their survival), in a future economic crisis. Finally, 

our methodology can be useful for ICT firms as well as consulting firms offering ICT-

related services during economic crises, enabling them to identify firms that will not 

show high digital vulnerability to the crisis, in order to focus on them their marketing 

and sales activities (thus increasing the likelihood of substantial sales revenue).  

The remaining of the paper has been structured as follows: the second section ex-

plains the background of our research; the third section describes the proposed meth-

odology, and then the fourth section presents the abovementioned application of it; 

lastly, the conclusions are summarized in the fifth section.  
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2 Background – AI in Government  

Though AI remained for long time mainly in a research stage in university research 

labs, in the last decade there has been a sharp increase in its ‘real-life’ application and 

exploitation, initially by private sector firms, and recently by government agencies as 

well [25-30]. The huge amounts of data possessed by government agencies motivated 

them to proceed to a more advanced and sophisticated exploitation of them using AI 

techniques, mainly from the area of ML, in order to automate, support or enhance/aug-

ment more sophisticated mental tasks than the simpler routine ones that are currently 

automated, supported or enhanced/augmented by the traditional information systems of 

government agencies.  

There have been some first cases of successful AI use in various domains of govern-

ment activity, for instance in tax administration for the fight against tax evasion (e.g. 

for identifying citizens and firms with high tax evasion risk, in order to conduct more 

targeted tax audits); in healthcare for supporting diseases’ diagnosis and prevention, as 

well as treatment planning and support of clinical decision making; in social policy for 

fraud detection, for the prediction of higher-risk youth with respect to future criminal 

activity, in order to target prevention interventions; in policing for the prediction of 

persons or geographical areas with high criminal activity risk (e.g. forecast spatial crime 

patterns based on socio-demographic factors for directed patrolling in order to increase 

effectiveness in crime prevention), or for face recognition from images or video data 

(e.g., from cameras); for improving the interaction with citizens through chatbots, etc. 

With respect to the main directions/objectives of the first AI uses in government a re-

cent relevant study of the AI Watch of the European Union [28] concludes that most 

cases of AI use in the public sector of the member states aim at the improvement of 

public services (e.g., through the provision of personalized and citizen-centered infor-

mation and services), followed by the improvement of internal administrative effi-

ciency (e.g., through improved management of public resources as well as increase of 

the quality and decrease of the cost of internal processes). Furthermore, there is an in-

tense debate concerning the role that AI can play in government; we can distinguish 

two main roles for AI [30], which correspond to two quite different approaches to/ways 

of exploiting AI in government: 

a) Use of AI for automating some administrative tasks (in order to achieve cost savings 

and efficiencies, which is quite useful due to the fiscal constraints that most govern-

ments face but might lead to public sector workforce substitution and job losses. 

b) AI use for augmenting some administrative tasks, mainly higher-level ones associ-

ated with decision-making and policy design (by providing to them some additional 

useful inputs, which can increase the quality and the effectiveness of the execution of 

these tasks). 

Comprehensive reviews of the research that has been conducted concerning the use of 

AI in government are provided in [25], [27], [29] and [30]. 

However, it is widely recognized that the research and practice in the area of AI use 

in government has exploited only a small part of the large potential that the wide spec-

trum of AI techniques have for automating, supporting or enhancing/augmenting vari-

ous government functions and activities; also, most cases of AI use in government 
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concern low or medium importance and financial magnitude activities [25], [27] and 

[30].  Therefore, extensive further research is required in order to exploit more this large 

potential, developing new ways and methodologies of using AI in government, espe-

cially in its more important and costly activities for increasing their efficiency and ef-

fectiveness. Also, further research is required also concerning the use of AI for analyz-

ing OGD in order to achieve higher levels of exploitation of them, by extracting from 

them valuable knowledge and prediction models, which can be useful for both public 

as well as private sector decision-making, following the recent recommendations of the 

UNESCO [24]. The present study makes a contribution in both these directions, by 

developing a methodology of using AI/ML for making an advanced exploitation of 

OGD, for the development of prediction models in order to support and enhance/aug-

ment one of the most important and costly kinds of interventions that governments have 

to make: the interventions and especially the large-scale economic stimulus programs 

they undertake in tough times of economic crises in order to reduce their negative con-

sequences, focusing on the ‘digital’ interventions. 

3 Proposed Methodology 

The proposed methodology aims to predict the multi-dimensional ‘pattern of digital 

vulnerability’ to an economic crisis (DVEC) of an individual firm, which is defined as 

a vector that has as components the degrees of reduction of the main types of digital 

investments (e.g. in hardware, software, etc.) as well as digital operating expenses (e.g. 

for ICT staff payroll, external ICT services); they can be measured either in a continu-

ous scale or in a 5-levels Likert scale: not at all, small, moderate, large, very large), 

during an economic crisis (Figure 1): 

DVEC = [DVEC1, DVEC2, ……, DVECN] 

 
 

Fig. 1.  Multidimensional Pattern of Firm’s Digital Vulnerability to Economic Crisis 
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Firms predicted to have a high degree of reduction of the above main types of digital 

investments as well as digital operating expenses in a future economic crisis have a risk 

of becoming ‘digitally obsolete’; they will be the ‘digital losers’ of the crisis, and this 

might have negative impact on their future competitiveness, or even put at risk their 

survival. On the contrary, firms predicted to have a low degree of reduction of the above 

main types of digital investments and digital operating expenses in a future economic 

crisis, will be the ‘digital winners’ of the crisis, and this will strengthen their competi-

tive position with respect to the ‘digital losers’.      

For each of the abovementioned components/dimensions of firm’s digital vulnera-

bility to economic crisis DVEC1, DVEC2, ……, DVECN a prediction model of it is con-

structed, having it as dependent variable. In order to determine the appropriate inde-

pendent variables of these prediction models we have been based on management sci-

ence research, which has been developed several frameworks of the main elements of 

a firm that determine its performance; the ‘Leavitt’s Diamond’ framework is the most 

widely recognized one, which includes five main elements: strategy, processes, people, 

technology, and structure [31-32]. We can expect that these five main elements of the 

‘Leavitt’s Diamond’ framework will be the main determinants of the performance of a 

firm not only in normal economic periods but also in economic crisis ones as well. 

So, the prediction models of firm’s digital vulnerability concerning the main types 

of digital investments and digital operating expenses DVECi will include five corre-

sponding groups of independent variables concerning: 

a) strategy (e.g., degree of adoption of the main competitive advantage strategies de-

fined in relevant strategic management literature [33], such as cost leadership, differ-

entiation, focus, innovation, etc.) 

b) processes (e.g., main characteristics of firm’s processes, such as complexity, flexi-

bility, etc.) 

c) people (e.g., shares of firm’s human resources having different levels of education 

or specific skills, certifications, etc.) 

d) technology (e.g., use of various production technologies, digital technologies, etc.) 

e) structure (e.g., main characteristics of firm’s structure, degree of adoption of ‘or-

ganic’ forms of work organization, such as teamwork, etc.) 

and also, a sixth group of independent variables concerning general information about 

the firm, such as size, sector, comparative performance vis-à-vis competitors, etc. 

For the construction of each of these prediction models we can use/try the main su-

pervised ML algorithms described in relevant literature [18-20], such as Decision Tree 

(DT), Random Forest (RF), Logistic Regression (LR), Support Vector Machines 

(SVM), and Multilayer Perceptron (MLP), compare their prediction performances, and 

finally select the one with the highest prediction performance. For training them we can 

use relevant OGD for economic crisis periods provided by Statistical Authorities; the 

available dataset is divided into two parts: the ‘training dataset’, which is used for con-

structing the prediction model, and the ‘test dataset’, in which the prediction perfor-

mance of this model is evaluated, by calculating its prediction accuracy, precision, re-

call, and F-Score are calculated. The formals for these terms are given below in the 

equations 1, 2, 3, 4; they are calculated based on the numbers of TP (True positive), 

TN (True negative), FP (False positive), and FN (False negative).  
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑃+𝑇𝑃+𝐹𝑁
         (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
            (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
             (3) 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (4) 

However, the abovementioned datasets we use for the construction of the models 

usually a) are too noisy because of the missing values, b) their size can be not large 

enough to train a healthy and accurate ML model, and c) are unbalanced with respect 

to the classes (they include small numbers of observations/samples for some of the 

classes, and much larger numbers of observations/samples for some other classes); 

these can result in prediction models with lower prediction performance and also bi-

ased. In order to address problems b) and c) our methodology includes a pre-processing 

of these datasets using the Synthetic Minority Oversampling Technique (SMOTE) [34]; 

this technique increases the number of samples of the dataset using the existing samples 

of the classes (oversampling), balances the dataset with respect to the number of sam-

ples of each class, fills missing values, which enable the estimation of better prediction 

models with higher prediction performance. Furthermore, our methodology includes an 

initial Exploratory Data Analysis (EDA) in order to get a first insight of the data through 

visualizations, and make some necessary transformations, and then a Principal Compo-

nent Analysis (PCA) in order to analyze the importance of the features, and select the 

eliminate the important ones, and eliminate the ones that are not important, which helps 

to improve performance and reduce training time. 

4 Application 

A first application/validation of the proposed methodology was made using a dataset 

that was released by the Greek Statistical Authority on request by the authors, and after 

signing an agreement concerning its use, so it constitutes OGD freely available (under 

specific terms) for research purposes. The full dataset was comprised of 363 instances, 

with each instance being an independent firm. It included for each firm the following 

features/variables: 

a) Nine variables concerning different dimensions of firm’s digital vulnerability to the 

severe economic crisis that Greece experienced between 2009 and 2014 (dependent 

variables). Five of them concerned digital investment: degree of reduction of the total 

hard and soft ICT investment (in ICT hardware, ICT software, ICT training of staff and 

ICT consulting), ICT hardware, ICT hardware, ICT staff training and ICT consulting; 

and the remaining four concerned digital operating expenses: degree of reduction of 

total ICT operating expenses (for ICT personnel and ICT services), ICT staff expenses, 

ICT outsourcing expenses and cloud computing services’ expenses. All these variables 

were measured in a 6-levels Likert scale (increase, negligible impact, small decrease, 

moderate decrease, large decrease, very large decrease), and were then converted to 

binary ones (with the first three values being converted to ‘non-vulnerable’ and the 
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other three being converted to ‘vulnerable’). The corresponding questions of the Greek 

Statistical Authority questionnaire are shown in the Appendix.    

b) Forty variables concerning various firm’s characteristics with respect to strategy, 

personnel, technology (focusing on the use of various digital technologies), structure 

(focusing on the use of organic’ forms of work organization, such as teamwork) and 

also some general information about the firm (size measured through the number of 

employees, sector (services or manufacturing), comparative financial performance in 

the last three years in comparison with competitors) (independent variables). 

The dataset was noisy because of missing values and was converted to noise free by 

filling the missing value with the most suitable value based on the type of each variable 

(for instance, if the variable was ordinal, then the missing values were filled with the 

highest relative frequency value of this variable). Then exploratory data analysis (EDA) 

was applied in order to gain a better insight into the data through visualizations and 

make some necessary transformations. As a next step, since the size of our data set 

(which included data for 363 firms as mentioned above) did not allow construct-

ing/training a good, supervised ML prediction model (with good prediction perfor-

mance), we used the abovementioned (in section 3) oversampling and class-balancing 

algorithm SMOTE. Finally, the dataset was divided into a training dataset including 

66% of the samples and a testing dataset including 33% of the samples. The former was 

used for the training of ML models with the following algorithms: Decision Tree (DT), 

Random Forest (RF), Logistic Regression (LR), Support Vector Machines (SVM), and 

Multilayer Perceptron (MLP). The latter was used for assessing the prediction perfor-

mance of these ML models; we can see the results (prediction accuracy, precision, re-

call and F-score in Table 1 (with bold are shown for each dimension of digital crisis 

vulnerability the results for the best performing algorithm). 

 
Table 1: Prediction Performance of AI/ML Algorithms for each Digital Crisis Vulnerability 

Dimension 

Dimension of 

Digital Crisis 

Vulnerability 

AI /ML 

Algorithm 

Accuracy Precision  Recall  F1-score 

Degree of Re-

duction of Total 

Hard and Soft 

ICT Investment 

Decision 

Tree 

0.76  

 

0.76       

 

0.76       0.76 

Random 

Forest 

0.84 

 

0.84       

 

0.84       0.83 

Logistic Re-

gression 

0.67 

 

0.65       

 

0.67       0.65 

SVM 0.86  0.86       

 

0.86       0.86 

MLP 0.71  

 

0.70       

 

0.71       0.69 

Degree of Re-

duction of In-

vestment in ICT 

Hardware  

Decision 

Tree 

0.78 

 

0.79       

 

0.78       0.78 

Random 

Forest 

0.88 

 

0.89       

 

0.88       0.87 

Logistic Re-

gression 

0.76 

 

0.75       0.76       

 

0.74 
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SVM 0.86 

 

0.86       

 

0.86       0.85 

MLP 0.72  

 

0.70       

 

0.72       0.68 

Degree of Re-

duction of In-

vestment in ICT 

Software 

Decision 

Tree 

0.77 

 

0.77       

 

0.77       0.77 

Random 

Forest 

0.87  

 

0.88       

 

0.87       0.86    

Logistic Re-

gression 

0.67 

 

0.64       

 

0.67       0.65 

SVM 0.87 

 

0.88       

 

0.87       0.86 

MLP 0.71 

 

0.77       

 

0.71       0.62 

Degree of Re-

duction of In-

vestment ICT 

Training of Staff 

Decision 

Tree 

0.80 

 

0.80       0.80       

 

0.80 

Random 

Forest 

0.90 

 

0.91       0.90       

 

0.90 

Logistic Re-

gression 

0.72 

 

0.70       0.72       

 

0.70 

SVM 0.90 

 

0.90       0.90       

 

0.90 

MLP 0.76 

 

0.75       

 

0.76       0.75 

Degree of Re-

duction of In-

vestment ICT 

Outsourcing 

Decision 

Tree 

0.78 

 

0.78       

 

0.78       0.78 

Random 

Forest 

0.85 

 

0.85       

 

0.85       0.85 

Logistic Re-

gression 

0.74 

 

0.73       0.74       

 

0.73 

SVM 0.85 

 

0.85       

 

0.85       0.84 

MLP 0.74  0.73       0.74       0.73 

Degree of Re-

duction of Total 

ICT Operating 

Expenses  

Decision 

Tree 

0.76 

 

0.76       

 

0.76       0.76 

Random 

Forest 

0.90 

 

0.90       

 

0.90       0.89 

Logistic Re-

gression 

0.73 

 

0.72       

 

0.73       0.72 

SVM 0.85 

 

0.85       

 

0.85       0.84 

MLP 0.72  

 

0.71       

 

0.72       0.68 

Degree of Re-

duction of ICT 

Staff Expenses 

Decision 

Tree 

0.79  

 

0.79       

 

0.79       0.79 

Random 

Forest 

0.91 

 

0.91       

 

0.91       0.91 

Logistic Re-

gression 

0.74 

 

0.73       

 

0.74       0.73 

SVM 0.91 

 

0.91       0.91       

 

0.91 
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MLP 0.77 

 

0.76       

 

0.77       0.76 

Degree of Re-

duction of ICT 

Outsourcing Ex-

penses 

Decision 

Tree 

0.76 

 

0.77       

 

0.76       0.76 

Random 

Forest 

0.88 

 

0.88       

 

0.88       0.87 

Logistic Re-

gression 

0.75 

 

0.74       

 

0.75       0.74 

SVM 0.88 

 

0.88       0.88       

 

0.88 

MLP 0.72  

 

0.70       

 

0.72       0.70 

Degree of Re-

duction of Cloud 

Computing Ser-

vices Expenses 

Decision 

Tree 

0.81  

 

0.81       

 

0.81       0.81 

Random 

Forest 

0.92 

 

0.92       

 

0.92       0.92    

Logistic Re-

gression 

0.70  

 

0.69       

 

0.70       0.69 

SVM 0.89 

 

0.90       

 

0.89       0.89 

MLP 0.78  

 

0.77       

 

0.78       0.77 

 

We can see that for all dimensions of firm’s digital vulnerability to economic crisis 

we have high prediction performances, with prediction accuracies (for the best perfor-

ing AI/ML algorithm for each dimension) ranging between 0,85 and 0,92. Overall, the 

results of this first application of the proposed methodology (concerning prediction per-

formances) can be regarded as quite satisfactory, taking into account the small size of 

the dataset we have used (data from 363 firms), and provide a first validation of this 

methodology. We expect that using a larger dataset (as governments have such data for 

quite large numbers of firms) will allow training crisis-vulnerability prediction models 

with higher prediction performances.   

5 Conclusion 

In the previous sections we have described a methodology for predicting the whole 

pattern of digital vulnerability to economic crisis of individual firms with respect to the 

main types of digital investments as well as digital operating expenses. It is based on 

AI/ML techniques, in combination with SMOTE in order to increase their performance, 

which are trained using OGD from Statistical Authorities. This is in line with the recent 

recommendations of UNESCO for advanced exploitation of OGD using AI [24]. Our 

methodology enables a prediction of the degree of reduction of the main types of digital 

investment as well as digital operating expenses of an individual firm in a future eco-

nomic crisis, based on its characteristics with respect to human resources, technologies, 

strategic orientations, processes and structure; this enables predicting the digital winner 

as well as the digital loser firms of future economic crises. The proposed methodology 
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has as theoretical foundation the widely recognized ‘Leavitt’s Diamond’ framework 

[31-32] from management science.  

Furthermore, a first application/validation of the methodology has been presented, 

using OGD from the Greek Statistical Authority about 363 firms for the severe Greek 

economic crisis period 2009-2014, which gave quite satisfactory results concerning the 

prediction of nine different aspects of digital vulnerability to economic crisis: five of 

them concerned the main types of digital investment, and the other four concerned the 

main types of digital operating expenses.  

The research presented in this paper has some interesting implications for research 

and practice. With respect to research, it makes a significant contribution to two highly 

important research streams. First, it makes a contribution to the growing research 

stream concerning the use of AI in government, by developing a novel approach for a 

highly beneficial use of AI/ML for supporting and enhancing/augmenting a critical ac-

tivity of government, which is characterized by quite high economic/social importance 

and financial magnitude: the interventions, and especially the large-scale economic 

stimulus programs, for mitigating the negative consequences of economic crises (fo-

cusing on the digital interventions/actions of these programs). Second, it makes a con-

tribution to the OGD research stream, by providing an approach for increasing the eco-

nomic/social value generation form the OGD through advanced processing of them us-

ing AI/ML techniques. With respect to practice, it provides a useful tool for government 

agencies responsible for the above interventions and programs that aim to mitigate the 

negative consequences of economic crises, as well as for banks and investment firms, 

for enhancing/augmenting their process of making important decisions; for the former 

the critical decisions they have to make concerning the selection of the firms that will 

receive financial support or subsidies for digital investment, employment of ICT per-

sonnel or digital operating expenses in general (enabling the focus of the scarce finan-

cial resources on the most digitally vulnerable firms, which are in greatest need of gov-

ernment support); for the latter the critical decisions they have to make concerning the 

selection of the firms they will grant loans to, or firms they will invest in (enabling them 

to grant loans to and invest in firms that will not show high digital vulnerability to 

economic crisis, and therefore are not at risk of digital obsolescence ,which can have 

negative consequences for their future competitiveness or even for their survival). Fur-

thermore, our methodology provides a useful tool for ICT firms, as well as consulting 

firms offering ICT-related services, for enhancing/augmenting their process of making 

important decisions concerning the selection of firms they will focus on during eco-

nomic crises (enabling them to focus their marketing and sales activities on firms that 

will not show high digital vulnerability to economic crisis, thus increasing the likeli-

hood of substantial sales revenue). 

However, further research is required in the following directions: a) further applica-

tion of the proposed methodology, using larger datasets, with more dependent variables 

(i.e. more types of digital investment as well as digital operating expenses) and more 

independent variables (i.e. more firms’ characteristics), in various national and sectoral 

contexts (experiencing different types and intensities of economic crises), and even for 

different categories of investments and operating expenses (beyond the digital ones); 

b) investigation of the use of other pre-processing algorithms (e.g., oversampling and 
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class-balancing algorithms) as well as AI/ML algorithms (e.g., deep learning ones) for 

achieving higher prediction performance; c) investigation of the combination of OGD 

with other sources of data about firms (e.g. from other government agencies, from pri-

vate firms, such as private business information databases), in order to obtain more 

information about firms that might improve the performance of the prediction of their 

pattern of vulnerability to economic crises; d) investigation of  the large-scale applica-

tion of the proposed methodology, and the main challenges it may pose (possibly using 

as a starting point the challenges of using OGD for training AI models mentioned in 

[24]). 
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Appendix - Dependent Variables' Questions  

How important was the impact of the economic crisis during the period 2009-2014 on 

the following categories of ICT related investment and operating expenses in your com-

pany?  

 

 

Increase 

 

Negligible 
Impact 

 

Small 
Decrease 

 

Moderate 
Decrease 

 

Large 
Decrease 

Very 

Large 
Decrease 

Total hard and soft ICT invest-

ments (in ICT hardware, ICT 

software, ICT training and ICT 
consulting)  

      

Investments in ICT hardware        

Investments in ICT software        

Investments in ICT training of 
your staff 

      

Investment in ICT consulting        

Total ICT operating expenses 

(ICT personnel and services)  

      

ICT staff expenses       

ICT outsourcing expenses        

Cloud Computing services ex-

penses  

      

 

 

 
 


