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ABSTRACT 

The specification of IP Multimedia Subsystem (IMS) in the 3rd Generation (3G) of mobile 

communications signifies the importance of multimedia delivery in future wireless systems. The 

introduction of a separate subsystem responsible exclusively for multimedia session 

management is a result of the special characteristics and requirements of multimedia 

applications; while these applications can tolerate a certain amount of data loss, they cannot 

tolerate delayed delivery of data. IMS, however, is not only limited to mobile communications 

since it is IP-based and its core protocols, namely SIP and Diameter, can be found on the Internet 

world as well. Moreover, current trends reveal that in the near future the convergence of most 

wireless systems will become reality over a common platform; that is IP, the Internet Protocol. In 

this heterogeneous network architecture multimedia delivery solutions will converge as well, 

since they will use the very same protocols; SIP and Diameter. While this convergence will create 

numerous possibilities for multimedia applications, it will also create security threats since end 

users will have a large number of operators to interact with in this multidomain environment. 

This thesis focuses on security for multimedia delivery over all-IP wireless heterogeneous 

networks. A number of issues are analyzed and defeated by proposed mechanisms that can 

operate under very demanding circumstances, e.g. while a mobile node handoffs to a new cell 

and/or administrative domain. These vulnerabilities and proposed mechanisms are related with 

the signaling phase of multimedia delivery, i.e. before the actual delivery of multimedia takes 

place. The effectiveness and efficiency of the proposed mechanisms are qualitatively and 

quantitatively evaluated through appropriate comparisons and experimental testbed setup. 

The vulnerabilities analyzed in this thesis concern the privacy protection of end users when 

they roam through different administrative domains which are generally considered unknown or 

untrusted or both. The mechanisms proposed here can be perceived as two modules which can 

be used either in conjunction or individually. The first one includes two privacy enhanced secure 

handoff optimization schemes suitable for wireless heterogeneous networks which protect end 

user’s privacy while transferring context information necessary for fast re-authentication and 

service re-establishment to candidate networks. This context can carry almost every type of 

information whether this is related to security material or other data required for system and 

application configuration. The second module is a framework, named PrivaSIP, with a number of 

variations depending on privacy and performance requirements and is limited to the application 

layer since it protects end users’ identity privacy in the SIP protocol. The combination of these 

two modules can be realized with the inclusion of SIP re-authentication and re-configuration 

information into the aforementioned context. The proposed schemes are compared to existing 

solutions based on well defined criteria; for PrivaSIP an extensive series of experiments were 

conducted on an appropriately designed testbed in order to measure its performance. 
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ΠΕΡΙΛΗΦΗ 

Ο προςδιοριςμόσ του IP Multimedia Subsystem (IMS) ςτθν 3θ Γενιά (3rd Generation - 3G) 

κινθτϊν επικοινωνιϊν, ςθματοδοτεί τθ ςπουδαιότθτα των υπθρεςιϊν πολυμζςων ςτα 

μελλοντικά αςφρματα ςυςτιματα. Η ειςαγωγι ενόσ ανεξάρτθτου υποςυςτιματοσ υπεφκυνου 

για τθ διαχείριςθ πολυμζςων είναι απόρροια των ειδικϊν χαρακτθριςτικϊν και απαιτιςεων 

των εφαρμογϊν πολυμζςων. Ο τφποσ αυτόσ εφαρμογϊν, ενϊ ζχει ανοχι μζχρισ ενόσ ςθμείου 

ςε απϊλεια δεδομζνων, δεν δείχνει τθν ίδια ανοχι ςε κακυςτερθμζνθ παράδοςι τουσ. Σο IMS, 

ωςτόςο, δεν περιορίηεται μόνο ςε κινθτζσ επικοινωνίεσ κι αυτό διότι είναι βαςιςμζνο ςτο IP, 

ενϊ και τα βαςικά για τθ λειτουργία του πρωτόκολλα, τα SIP και Diameter, ςυναντϊνται και ςτο 

Διαδίκτυο. Επιπλζον, οι ςφγχρονεσ τάςεισ δείχνουν ότι ςτο κοντινό μζλλον θ ςφγκλιςθ των 

περιςςοτζρων αςφρματων ςυςτθμάτων κα γίνει πραγματικότθτα με τθ χριςθ μιασ κοινισ 

πλατφόρμασ που κα είναι το IP, το πρωτόκολλο του Διαδικτφου. ε αυτι τθν ετερογενι 

δικτυακι αρχιτεκτονικι οι υπθρεςίεσ πολυμζςων κα ςυγκλίνουν και αυτζσ μιασ και κα 

χρθςιμοποιοφνται τα ίδια πρωτόκολλα, τα SIP και Diameter. Ενϊ, όμωσ, αυτι θ ςφγκλιςθ κα 

δθμιουργιςει πολυάρικμα οφζλθ για τισ εφαρμογζσ πολυμζςων, παράλλθλα κα ευνοιςει τθν 

εμφάνιςθ απειλϊν αςφαλείασ μιασ και οι χριςτεσ πλζον κα ζρχονται ςε επαφι με ζνα μεγάλο 

αρικμό παρόχων ςτα πλαίςια αυτοφ του πολφ-τομεακοφ περιβάλλοντοσ. 

Αυτι θ διατριβι εςτιάηει ςτθν αςφάλεια υπθρεςιϊν πολυμζςων ςε αςφρματα ετερογενι 

δίκτυα βαςιςμζνα ςτο πρωτόκολλο IP. Αναλφονται ζνασ αρικμόσ από ηθτιματα τα οποία 

αντιμετωπίηονται ςτθ ςυνζχεια από προτεινόμενουσ μθχανιςμοφσ οι οποίοι μποροφν να 

λειτουργιςουν και ςε απαιτθτικζσ καταςτάςεισ, όπωσ π.χ. κατά τθ διάρκεια μιασ εναλλαγισ 

(handoff) δικτφου ι/και διαχειριςτικοφ τομζα. Αυτζσ οι αδυναμίεσ και οι προτεινόμενοι 

μθχανιςμοί ςχετίηονται με τθ φάςθ ςθματοδοςίασ των υπθρεςιϊν πολυμζςων, πριν δθλαδι 

παραδοκοφν ςτον τελικό τουσ προοριςμό τα ςχετικά δεδομζνα. 

Οι αδυναμίεσ που αναλφονται ςτθν παροφςα διατριβι ςχετίηονται με τθν προςταςία τθσ 

ιδιωτικότθτασ των χρθςτϊν όταν αυτοί περιθγοφνται ςε διαχειριςτικοφσ τομείσ οι οποίοι 

κεωροφνται άγνωςτοι, μθ ζμπιςτοι ι και τα δφο. Οι μθχανιςμοί που προτείνονται εδϊ μποροφν 

να κεωρθκοφν ωσ δφο μονάδεσ οι οποίεσ μποροφν να λειτουργιςουν είτε παράλλθλα είτε 

ανεξάρτθτα θ μία από τθν άλλθ. Η πρϊτθ περιλαμβάνει δφο ςχιματα βελτιςτοποίθςθσ 

αςφαλοφσ εναλλαγισ με ενίςχυςθ τθσ ιδιωτικότθτασ κατάλλθλα για αςφρματα ετερογενι 

δίκτυα ςτα οποία οι απαραίτθτεσ πλθροφορίεσ για γριγορθ επανα-αυκεντικοποίθςθ και 

επαναςφνδεςθ υπθρεςιϊν μεταφζρονται μζςω μιασ δομισ δεδομζνων ςτα υποψιφια για 

εναλλαγι δίκτυα. Αυτι θ δομι μπορεί να μεταφζρει ςχεδόν κάκε τφπο πλθροφορίασ είτε αυτι 

ςχετίηεται με κρυπτογραφικό υλικό είτε με άλλα δεδομζνα χριςιμα ςε εφαρμογζσ. Η δεφτερθ 

μονάδα είναι ζνα πλαίςιο που ονομάηεται PrivaSIP και περιορίηεται ςτο επίπεδο εφαρμογισ 

μιασ και προςτατεφει τθν ιδιωτικότθτα χρθςτϊν του πρωτοκόλλου SIP. Ο ςυνδυαςμόσ των δφο 

αυτϊν μονάδων επιτυγχάνεται με τθν ειςαγωγι των κατάλλθλων πλθροφοριϊν για το PrivaSIP 

ςτθν προαναφερκείςα δομι δεδομζνων τθσ πρϊτθσ μονάδασ. Οι προτεινόμενεσ λφςεισ 

ςυγκρίνονται με υπάρχοντα ςχιματα με βάςθ καλά οριςμζνα κριτιρια, ενϊ για το PrivaSIP μια 

ςειρά από πειράματα εκτελζςτθκαν ςε κατάλλθλα ςχεδιαςμζνθ πειραματικι διάταξθ για τθ 

μζτρθςθ τθσ απόδοςισ του. 
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Chapter 1 -  Introduction 

Wireless communications have witnessed tremendous advances in technology and market 

penetration over the last two decades and are now being a part of everyday life for hundreds of 

millions of people all around the world. Mobile communications, considered a luxury in the early 

1990s, have become a necessary means of communication in less than 20 years. Wireless 

computer networks transform from extension points of corporate networks into a wireless 

system that connects not only computers but any kind of portable device. Together with 

wireless technologies, applications have also changed as well; simple voice telephony of early 

communication systems has evolved into a wide range of multimedia applications like Short 

Message Service (SMS), video sharing, video call etc. Hardware advancements have transformed 

large mobile phones supporting only voice services into an all-in-one pocket size device. All 

these facts have brought about a demand for high quality multimedia applications and services 

deliverance which, however, brings a number of issues concerning Quality of Service (QoS); 

additionally securing these services while maintaining an acceptable QoS is a very challenging 

research topic. 

For a long time, communications, including mobile communications, used circuit switched 

networks resulting in low utilization of the available bandwidth; on the other hand, computer 

networks are packet switched, thus providing better throughput. Currently there is a trend 

towards moving from the Second Generation (2G) of mobile systems, which are mostly based on 

circuit switching, to the Third Generation (3G), which is based on the packet switched concept; 

in the future, beyond 3G (b3G) or Next Generation Networks (NGN), as they are known, will 

continue utilizing packet switching like 3G but in a more open architecture. While this transition 

will lower the costs for both operators and their customers, improve existing applications and 

offer the basis for new applications development, it will also pose new challenges regarding 

quality and security of the offered services.  

Wireless and mobile networks today, provide the necessary means to transport and deliver 

multimedia services to end users. What they do not provide is guaranteed QoS, a unified and 

modular framework for services charging and security adaptable to specific needs. Throughout 

this thesis the focus is mainly on QoS and security and especially how multimedia security can be 

enhanced without severely degrading perceived QoS. Multimedia delivery in wireless computer 

networks mostly has issues regarding QoS since packet switched wireless networks can have 

high and variable error rates and delays; on the other hand, multimedia delivery in mobile 

networks is based mostly on closed and proprietary systems, thus, security issues are inherent 

since security measures may not be publicly known or tested. The convergence of these two 

wireless worlds into a NGN will not only combine their advantages but also their disadvantages 

as well. Consequently, new methods and solutions should be proposed in order to alleviate 

existing issues and foreseen problems arising from the convergence of these different 

technologies. 

The 3G introduces IP Multimedia Subsystem (IMS) [1] which is a subsystem responsible for 

multimedia session management; this system or possible descendants will likely exist in NGNs 

offering a central point of multimedia management to service operators. This way, multimedia 

delivery enters a new era where multimedia session establishment will be feasible over any type 

of network technology; this will be made possible using a common framework which is the well 

known Internet Protocol (IP). Over this common framework, applications and services will be 
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unified and their management will be easier and offer more options to meet the needs of 

different groups of customers. 

This wireless technologies convergence vision analyzed above will create new business models 

as well. Currently, the common case is that the network operator also plays the role of content 

operator offering multimedia content to its subscribers. The upcoming all-IP based wireless 

networks with their open architecture will offer the possibility to everyone to be able to play the 

role of content provider while network operators will possibly continue to also provide 

multimedia content. This new reality creates a multi-domain environment where each operator, 

no matter whether it is network or content provider, has control of its own administrative 

domain and different domains are compatible and co-operate with each other by inter-domain 

agreements or other means of trust transfer. In the described multi-domain environment, 

security will play a significant role since not all operators will be trusted by the end user; 

moreover, the end user usually signs a contract, thus agreeing to the specified terms, with one 

operator making this operator's domain the only domain with which he has explicit mutual trust. 

1.1 Research area 

In the near future, as already stated above, networks are likely to follow a multi-domain 

approach where a large number of operators, which can be either network providers or service 

providers or both, will co-exist and offer their services to end users. Security concerning the 

exchanged data will be crucial since some of these domains may be unknown or untrusted or 

both. This opposes to systems used today since, for example, 2G networks are closed systems 

where subscribers only deal with and trust one operator which is both their network and 

content provider. Next generation systems will follow an open architecture like the Internet; 

thus, further research is necessary to protect end users from fraud and data exposure. 

Providing security to wireless systems poses a number of challenges since they are more 

vulnerable compared to wired networks. Wired networks pose certain difficulties to prospective 

eavesdroppers, the most important of which is that it is physically limited and attackers should 

attack the wired interface in order to have access to the network. In a wireless network, data are 

transmitted through the air interface; this means that everyone who has the appropriate 

equipment can eavesdrop on the exchanged data. These data can be either signaling or media 

transport data, and security for both of these data categories is important for protecting user’s 

personal data. Therefore, appropriate measures should be taken and security mechanisms 

should be applied in order to protect media transport, as well as signaling data. 

The security services that need to be offered in wireless multi-domain networks are: 

confidentiality, integrity and availability of both signaling and media data. Moreover, 

authentication, authorization and accounting mechanisms should also be employed in order to 

control network access and billing of the offered services; these mechanisms should be able to 

co-operate with similar mechanisms of other domains since users will receive services from 

multiple domains. Users’ roaming among different domains has further implications concerning 

security; identification of users trying to access some network is important for the protection of 

the network itself against unauthorized use. Furthermore, the privacy of end users should be 

protected so that their personal information is only available to entitled entities. 

The transition from current incompatible wireless systems into the Next Generation of 

networks which will be heterogeneous based on an all-IP approach will create complicated trust 

relationships between users and operators. While in today’s systems there are a number of 

solutions, their applicability and efficiency in this new environment should first be investigated. 
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Closed systems, like existing mobile networks, in some cases utilize proprietary and/or outdated 

mechanisms for the protection of transmitted data; for example Global System for Mobile 

communications (GSM), which is a 2G system, utilizes A3, A5 and A8 cryptographic algorithms 

which are proprietary and have been reversed engineered [2]. Even more open systems like 

Wireless Fidelity (Wi-Fi) have witnessed serious flaws [3] which eventually have been fixed. 

Previous experience shows that existing security mechanisms utilized in the Internet today are 

the most appropriate solutions since they are publicly available and thoroughly tested. Under 

this context the existing security protocols are reviewed, analyzed and evaluated and new or 

alternative solutions are proposed where the existing schemes prove to be inadequate. 

1.2 Problem statement 

Probably the highest priority issue when considering multimedia applications, and the 

characteristic that distinguishes them from other categories of applications, is their low 

tolerance to time delays. For instance, the acceptable time delay for telephony has been set at 

150 msec for one-way transmission path by the International Telecommunications Union – 

Telecommunications Standardization Sector (ITU-T) in their G.114 recommendation [4]. While 

multimedia applications can tolerate data losses up to some point, delays higher than 150 msec 

could render them unacceptable. On the other hand, traditional applications like file transfer are 

not affected by time delays but cannot tolerate data losses. 

It is argued that providing QoS to multimedia applications is a difficult task; however, the 

situation gets even more complicated when security mechanisms have to be incorporated into 

such applications. For example, if a solution could adequately face a certain security issue it does 

not mean that it is appropriate for multimedia applications over heterogeneous networks; a very 

important factor is that it should introduce time delays within some acceptable bounds. Every 

security solution has to take into consideration the unique characteristics of multimedia 

applications and be designed with these in mind so as to be able to meet their specific 

requirements. 

NGNs will be composed of networks with different access technologies forming all-IP 

heterogeneous networks. It is also foreseen that in this environment user terminals will be 

equipped with multiple wireless interfaces so that they can connect to the most appropriate 

network each time based on specific parameters like cost and bandwidth. This will create the 

need for handoffs, whether these are horizontal or vertical. Horizontal handoffs occur when the 

user terminal handoffs from a network using an access layer technology to another network 

using the same technology; in vertical handoffs the terminal handoffs to a network using a 

different access layer technology. A very important issue when a handoff is taking place is the 

uninterrupted continuation of multimedia services; the situation is further complicated when 

considering security as well. For instance, when the mobile terminal executes a vertical handoff 

then the user/terminal must authenticate and authorized to the new network in order to gain 

access as well as to re-authenticate to the service provider in order to maintain the running 

multimedia session. These procedures tend to be expensive in terms of time delay since they 

normally involve cryptographic operations; the aforementioned observations show that 

multimedia delivery in all-IP wireless heterogeneous networks is a very challenging area of 

research. 

Another point of interest lies in the protocols used for multimedia delivery and especially the 

signaling protocols that are used to setup and terminate multimedia sessions. As it has already 

been stated, IMS is the subsystem that handles multimedia signaling in 3G and it is expected to 

play central role to NGNs as well. The protocol that plays central role in IMS is the Session 
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Initiation Protocol (SIP) [49], a text-based application layer protocol responsible for the 

initiation, modification and termination of multimedia sessions. This transition, however, from 

present systems to open IP-based protocols and standards will create numerous threats 

comparable to those encountered on the Internet. The issues encountered here can also be 

combined with those described in the previous paragraph since the same signaling protocol is 

used to re-establish the existing sessions during handoff. While solutions to these issues can be 

developed separately, in order to succeed the goal of smooth operation during handoff these 

mechanisms should co-operate in order to offer secure and efficient multimedia delivery in 

NGNs. 

1.3 Motivation 

Over the last few years a great number of people enjoy the advantages offered by wireless 

technologies. Users, but system administrators as well, love the freedom and easiness of 

deployment that wireless technologies can provide compared to wired networks and their use is 

increasing every day. Nowadays wireless technologies are part of everyday life and influence the 

work and life of many end users; thus, every technology or issue related to them has an effect 

on a large number of people. 

Ever since computer scientists started considering the importance of systems security, 

security incidents never stopped appearing and it is likely that they will always exist. While this 

has not prevented users from adopting new technologies, security is considered a desired 

characteristic of every system and significantly increases the chances of a new technology to be 

adopted by users. So, a key requirement in order to increase the market penetration of wireless 

technologies is to solve the most significant security issues in upcoming wireless systems. 

The previous observations lead to the conclusion that securing wireless technologies is crucial 

for their approval by end users; considering that multimedia usage over wireless networks is 

growing, then the study of how to deliver multimedia over all-IP wireless heterogeneous 

networks securely is a very challenging research area. This research has been motivated by the 

aforementioned facts and their outcomes; more specifically: 

 There is a transition towards an all-IP architecture which offers many advantages to users 

and operators and new and advanced features to services; on the other hand, the existing 

security threats found on the Internet are transferred to the new platform while new threats 

will show up. 

 In addition to the above issues, the new generation of networks will also inherit the issues 

found today in older networks like 2G; this is because 3G is at some degree backwards 

compatible with 2G. 

 In the upcoming NGNs, the number of operators is likely to increase since the existing 

operators will continue to play the two roles they have in existing networks as both network 

and service providers, and new (exclusively) service providers will gradually appear. This will 

create a large number of different administrative domains which should co-operate in order 

to offer their services and at the same time operate transparently to end users. This multi-

domain environment will create a complex trust model and its management will create the 

need for stable and scalable security solutions. 

1.4 Goals 

The objective of this thesis is to propose a framework that provides security, and more 

specifically privacy protection, to end users of multimedia services in all-IP wireless 
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heterogeneous networks while keeping imposed delays under an acceptable level. The main 

purpose of this thesis is to review existing mechanisms, propose, implement and evaluate 

alternative solutions to protect end users’ privacy while using multimedia over NGNs. The 

specific goals of this research are: 

1. Review and compare state-of-the-art mechanisms for secure handoff optimization in 

wireless heterogeneous networks 

2. Propose secure handoff optimization schemes that preserve end users’ privacy while 

roaming among different administrative domains 

3. Review and compare solutions that preserve users’ privacy when using one of the most 

promising multimedia signaling protocols, namely SIP 

4. Propose, implement and evaluate new mechanisms to protect more effectively end users’ 

privacy while using SIP 

1.5 Contribution 

One of the main findings of this research is the observation that while a large number of security 

issues are thoroughly investigated and more or less solved, end users’ privacy is not receiving as 

much attention as other security properties in multimedia delivery over NGNs. This thesis mainly 

contributes towards protecting end users’ privacy when they roam between different 

administrative domains and at the same time receive multimedia services over all-IP wireless 

heterogeneous networks. 

First, the existing state-of-the-art mechanisms for secure handoff optimization in NGN are 

reviewed and compared to each other [5]. These mechanisms not only provide user and network 

security during handoff but try to minimize the handoff delays as well. The evaluation of these 

schemes showed that while security, in general, and handoff delays are at an acceptable level, 

no method takes into consideration the privacy protection of end users. This observation led to 

the proposal of two privacy preserving secure handoff optimization schemes [6] - [8]. One of the 

most promising protocols from the previous review was chosen, more specifically “AAA Context 

Transfer”, and was enhanced in order to protect end users’ privacy as well. AAA Context 

Transfer, and consequently the two privacy enhanced proposed methods, are generic solutions 

that offer secure handoff optimization to any kind of service; if, however, the protocols 

operating at a higher layer do not protect users’ privacy as well, then it is possible that no 

privacy at all is offered. Since the focus of this thesis is multimedia delivery, the next step was to 

find solutions to protect end users’ privacy in one of the most popular multimedia signaling 

protocols, which is SIP. An extensive review of existing solutions that can be used to protect 

privacy in SIP has shown that they are inadequate and/or cannot be applied to certain 

environments [9]. The inadequacy of existing methods led to the proposal of a framework [9] - 

[11] that offers identity privacy in SIP using a number of different cryptographic algorithms, thus 

giving the opportunity to system administrators to choose the right combination in order to get 

privacy, acceptable delays and easiness of deployment. The qualitative and quantitative 

evaluation showed that the aforementioned framework offers adequate privacy to end users 

while at the same time the performance penalty is within an acceptable range. The two 

proposals, that is privacy enhanced context transfer and privacy framework for SIP, can either be 

combined, since they operate at different layers, or utilized individually depending on the 

environment and the situation. The contribution of this thesis by chapter is summarized in Table 

1-1. 
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Chapters Description Contribution 

Chapter 1 This introduction.  

Chapter 2 

Overview of the research area of this thesis. The concepts of Next 

Generation Networks, multimedia signaling protocols and 

Authentication, Authorization and Accounting are studied. 

 

Chapter 3 

Review and evaluation of secure handoff optimization schemes. 

The state-of-the-art mechanisms are reviewed and compared to 

each other based on a number of criteria. 

[5] 

Chapter 4 
Design and evaluation of privacy preserving secure handoff 

optimization schemes for wireless heterogeneous networks. 
[6] - [8] 

Chapter 5 

Review and evaluation of SIP privacy solutions. All existing SIP 

privacy solutions were examined, even those not designed for 

privacy specifically but can offer such services as well. 

[9] 

Chapter 6 

Design, implement and evaluate PrivaSIP, a framework for 

protecting end users’ privacy in SIP. The proposed framework was 

evaluated through testbed experimentation and qualitatively 

compared with existing solutions. 

[9] - [11] 

Chapter 7 
The conclusions of this thesis and related open research issues are 

described. 
 

Table 1-1: Thesis contribution by chapter 

1.6 Thesis structure 

The second chapter of this thesis provides an overview of the environment of multimedia 

delivery in the Next Generation of Networks. Currently, a number of different access layer 

technologies for wireless networking co-exist and this is not likely to change; at least too soon. 

This chapter analyses the dominant wireless networking technologies which are WLAN and 3G, 

looking beyond those technologies in the future, examining 3G-WLAN convergence and NGNs as 

well. Next, the most important multimedia delivery protocols are summarized and an overview 

of Authentication, Authorization and Accounting (AAA) mechanisms is provided. Finally, an 

implementation combining all these concepts, the IP Multimedia Subsystem (IMS) which is part 

of the 3G specification and expected to be an important part of NGNs, is analyzed. 

Chapter three provides a critical review of secure handoff optimization schemes utilized in all-

IP wireless heterogeneous networks. Handoff schemes are very important in wireless systems 

because they provide continuation of received services; the optimization of such schemes is 

even more important when demanding applications like multimedia are in place. Adding security 

features to such mechanisms make even more difficult the goal of providing smooth and 

uninterrupted continuation of multimedia services. Such schemes are reviewed and compared 

to each other based on well defined criteria showing the advantages and disadvantages of each 

one of them. 

The findings of the previous review showed that no secure handoff optimization scheme takes 

into consideration end users’ privacy. In chapter four, two privacy enhanced mechanisms are 

proposed, each one having its own characteristics so that they can be utilized according to the 

system environment. First, the privacy issues in secure handoff optimization schemes are 
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discussed, followed by the description of the two mechanisms and the justification of their 

effectiveness. 

Chapter five deals with a specific multimedia signaling protocol, namely Session Initiation 

Protocol (SIP), and the ways that is possible to protect end users’ privacy in this protocol. This 

chapter begins with the problem statement concerning user identity privacy in SIP and how this 

issue can be misused for malicious acts. A number of security solutions for SIP can be utilized for 

protecting end users’ privacy even if they were not designed for this purpose specifically. These 

solutions are reviewed and compared to each other focusing mainly on their privacy protecting 

qualities. The outcome of this evaluation is that these mechanisms can be inefficient and/or 

inadequate under certain conditions. 

The inadequacies of SIP security schemes revealed the need for a new mechanism that could 

protect end users’ privacy and at the same time be efficient enough to be used in wireless 

heterogeneous networks. In chapter six a new framework is proposed, namely PrivaSIP, which 

effectively protects user identities in SIP sessions. After the description of the framework and its 

variations, the experimental testbed setup is presented which was used to measure the imposed 

delays by the proposed framework using different combinations of cryptographic algorithms. At 

the end of the chapter, PrivaSIP is compared with existing schemes based on the same criteria of 

the previous chapter. 

Chapter seven provides the conclusions of this thesis and possible open issues stemming from 

this research in the area of multimedia security in all-IP wireless heterogeneous networks. 
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Chapter 2 -  Secure multimedia over Next 

Generation Networks 

As the Internet has become an essential part of our everyday life, the progress of 

communication technologies will offer an “always connected” opportunity to everybody. To 

support this vision, the research community is suggesting a move towards an all-IP platform in 

order to take advantage of the high bandwidth of WLANs and the broad coverage of cellular 

networks and WMANs. The convergence of these heterogeneous wireless technologies will 

eventually lead to the Next Generation Networks (NGN). 

The deliverance of multimedia services over these NGNs poses new challenges and 

requirements over existing standards used for multimedia delivery. These standards exist today 

and used in the Internet; however, their adoption for NGNs requires them to offer additional 

features like Quality of Service (QoS) and charging. Such features can be offered by 

Authentication, Authorization and Accounting (AAA) protocols which offer a central point of 

control in the core network. 

This chapter provides an overview of the most significant wireless technologies and the vision 

of NGN. A discussion of the dominant multimedia delivery protocols existing today is followed by 

a summary of AAA protocols and their advantages and disadvantages. Finally, it is presented 

how these protocols can be combined in one framework in order to have secure multimedia 

services delivery over all-IP heterogeneous networks. 

2.1 Next Generation Networks 

In the past few years a transition from wired to wireless networks has been observed and this 

trend is likely to increase in the future. This way the realization of better applications and 

services targeting a very large number of people will be possible. End users wish to receive 

services anytime and everywhere and this makes more apparent the need of a transparent and 

seamless solution for the users to access the Internet.  

In today’s networked world, however, a high degree of heterogeneity is observed and this 

holds especially for wireless networks. While in the wired networks the domination of the 

Internet Protocol (IP) is unquestionable, wireless networks use a number of different 

technologies making them incompatible to each other. These different technologies mainly 

concern the link layer while over the last years there are efforts for the convergence of different 

types of networks on a higher layer and more specifically on the network layer utilizing IP. 

It is foreseen that in the near future all these types of networks with different access 

technologies will converge into heterogeneous networks that will base their operation on an all-

IP approach. This all-IP approach will allow the multiple types of wireless networks to 

interoperate with each other and also with wired networks without the need of gateways or any 

other translation means. 

Nowadays, the dominant wireless systems are (a) the third generation (3G) of mobile 

telecommunications system (although it can also be argued that we are in a transition period 

from the second generation to the third) and (b) the Wireless Local Area Network (WLAN). The 

next generation of wireless systems will be the so called fourth generation (4G) or beyond 3G 

(B3G), a term which however has no formal definition but its characteristics can be summarized 
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in the following: “The 4G will be a fully IP-based integrated system of systems and network of 

networks achieved after the convergence of wired and wireless networks as well as computer, 

consumer electronics, communication technology, and several other convergences that will be 

capable of providing 100 Mbit/s and 1 Gbit/s, respectively, in outdoor and indoor environments 

with end-to-end QoS and high security, offering any kind of services anytime, anywhere, at 

affordable cost and one billing.” [12]. Another term used for future telecommunications 

networks is “Next Generation Networks” (NGN) which is a broad term and according to the 

Telecommunication Standardization Sector of the International Telecommunication Union (ITU-

T) [13] is defined as: “A Next Generation Network (NGN) is a packet-based network able to 

provide services including Telecommunication Services and able to make use of multiple 

broadband, QoS-enabled transport technologies and in which service-related functions are 

independent from underlying transport-related technologies. It offers unrestricted access by 

users to different service providers. It supports generalized mobility which will allow consistent 

and ubiquitous provision of services to users.” [14]. The following sections provide a synopsis of 

the main today’s wireless technologies and the approaches for their convergence which will 

eventually lead to the NGN. 

2.1.1 3G 

One of the main technologies that lead the proliferation of wireless communications is mobile 

communications systems which are being extensively used throughout the world. A great 

penetration has been achieved by the second generation (2G) of cellular mobile systems leading 

to the familiarization of users with wireless networks. However, the limitations of 2G and mainly 

the high costs and low bit-rate necessitated the transition to the third generation (3G) of mobile 

systems which can offer better services, in higher speeds and at a lower cost. Currently two 3G 

systems are mainly in use worldwide: the Universal Mobile Telecommunications System (UMTS) 

and Code Division Multiple Access 2000 (CDMA2000). From this point forward UMTS will be 

used as the representative 3G system keeping in mind that the same principles also apply to 

CDMA2000. 

While 3G is the evolution of 2G, an intermediate system known as 2.5G has been used. 2.5G 

systems use the infrastructure of 2G in order to offer data services in higher speeds than 2G at 

approximately 100 kbps. This speed is considered an improvement over the 9.6 kbps offered by 

2G systems, but it cannot satisfy the requirements of today’s users and multimedia applications. 

3G provides higher speeds while retaining the advantages of its predecessors; it offers data 

services at speeds ranging from 300 kbps to 2Mbps depending on the movement of the user, 

and retains the wide coverage, high mobility and established user base of 2G and 2.5G systems. 

3G mobile system is well defined and has reached a satisfactory level of standardization; this, 

together with all previous advantages, makes it an appealing system for end users and network 

providers. In spite of its advantages and new capabilities, however, 3G has seen a rather slow 

deployment and market penetration; at least slower that the expected. It comes as no surprise 

that the reasons for this are the high costs; these costs concern: (a) radio spectrum licensing, (b) 

purchase or upgrade of network equipment, (c) relatively higher operational and maintenance 

costs. Still, mobile network operators have in their future plans the full transition to 3G systems. 

Looking into the architecture of 3G systems it can be argued that each operator’s network 

constitutes an autonomous administrative domain. This network is divided into the core 

network (CN) and the access network (AN). The AN is responsible for the connectivity of mobile 

terminals with the CN. The CN is divided into a circuit switched domain, which is used for voice 

related traffic, and a packet switched domain, which is used for data traffic. It is further enriched 
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with IP Multimedia Subsystem (IMS) which is used to deliver multimedia services to UMTS end 

users. The CN is responsible, among others, for managing the subscriber base, providing security 

related functions like authentication, authorization and billing, connecting this operator’s 

network with the Internet and provide multimedia services to end users. 

2.1.2 WLAN 

A little bit later than 2G, WLAN started evolving and nowadays it has successfully penetrated the 

wireless systems market. The main purpose of WLAN is to enable enterprises and individual 

users to setup LANs without the need to install wiring which costs time and money. Apart from 

homes and enterprises, places with substantial concentration of people like ports, airports, 

hotels and cafes are suitable for hot spot areas – areas covered by WLAN. The two main WLAN 

standards are: 802.11 based networks and HIPERLAN/2. Here, the family of 802.11 based 

networks will be considered as representative of WLAN. 

WLAN’s advantages include: (a) low cost of equipment, operation and maintenance, (b) no 

radio spectrum licensing, (c) simplicity, (d) easiness of deployment and (e) high speeds. 

Comparing WLAN with 3G the following points can be deducted. WLAN operates at speeds 

ranging from 1 to 108 Mbps which is significantly higher than the 300 kbps to 2 Mbps found in 

3G. While WLAN utilizes the unlicensed radio spectrum reducing the costs in comparison to 3G, 

this feature also decreases its availability and reliability since the shared radio spectrum can 

result in substantial interference from other users. Another disadvantage of WLAN is that it 

covers much more limited areas compared to 3G while it can tolerate only low mobility by the 

users. 

In contrast to UMTS, WLANs do not have standardized network architecture. WLAN has two 

main operational modes: an infrastructure-based architecture and an ad hoc one. The majority 

of deployed WLAN systems utilize the first one, where an Access Point (AP) offers IP connectivity 

to wireless hosts with a wired backbone network. Obviously here only packet-switched services 

are offered together with security related functions like authentication, authorization and 

accounting (AAA). 

2.1.3 WLAN-3G convergence 

It might be natural for 3G and WLAN, both being wireless technologies, to compete with each 

other but in reality this is not the case. Considering their characteristics these two technologies 

are rather complimentary than competitive. While 3G can support higher user mobility and 

cover greater geographical areas, WLAN can support higher speed with significantly lower cost, 

making the convergence of the two types of wireless networks an appealing perspective. 

This convergence vision presents a number of advantages for all involved parties. From the 3G 

operators’ point of view, WLAN can assist them in offering better services with higher speeds to 

their already established customer base. For some operator of a WLAN network, 3G can offer 

continuity in service delivery by providing connectivity to users between hot spots. The users can 

benefit from such cooperation by enjoying higher speeds at low cost when they reside in a hot 

spot area like an airport without losing their connectivity when moving to more rural areas. 

This convergence, however, should be realized in a way so that the switching between 

different network technologies is as transparent and seamless to the end user as possible. The 

reality today is that the coverage areas of these two types of networks are in many cases 

overlapping; however, it is not easy for the end users to take advantage of this fact. A truly 
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converged environment would allow single sign on [15], user and terminal mobility, session and 

application continuity as well as smooth handoff between networks. 

There is a number of proposals [16][17][18] on how WLAN-3G convergence could be possible; 

a common requirement of all proposals is that the mobile equipment of the user should be dual-

mode supporting both 3G as well as WLAN connectivity. The two main types of WLAN-3G 

interworking are: tight coupling and loose coupling. In tight coupling, WLAN is considered as an 

addition to 3G’s access network so that all traffic from WLAN is routed through 3G’s core 

network where all AAA procedures are executed. In any case an interworking network element is 

needed in order to bridge the two networks and make the WLAN appear like an internal element 

to 3G system. The main advantage of tight coupling is easiness of deployment since all 3G 

elements and mechanisms are reused in the new converged network; this, however, can only be 

made possible if the 3G operator is the same as the WLAN operator. In loose coupling only 

certain functionality of 3G core elements is utilized such as subscriber management and AAA 

functions. Here, an interworking element is not needed for the bridging of the two different 

types of networks and the deployment, operation and management of 3G and WLAN systems 

are independent. Since, however, operators should have business level agreements in order to 

support seamless roaming of their users there should be some kind of interworking mechanisms 

in order to allow WLAN and 3G to cooperate seamlessly; these mechanisms are usually IP-based 

because it is easier in terms of deployment and complexity. The advantages of loose coupling 

are the easiness of deployment and the independency it offers to 3G and WLAN operators; this, 

however, comes at the cost of performance degradation. 

2.1.4 Beyond 3G 

The research community shows great interest in the next step in wireless communications 

moving towards the so-called beyond-3G (b3G) or 4G architectures. While there are a number of 

definitions trying to identify the concept of 4G communications, it seems that the most common 

points of these definitions argue that a 4G system has the ability to offer purely packet switched 

data services over any wireless access system in a transparent and seamless way. Another term 

used for the future networks is Next Generation Network (NGN) which is mainly defined as a 

type of network that can carry all types of services, including voice, video, text and images over a 

common platform, which is IP. In any case, the convergence of WLAN and 3G technologies is a 

significant step towards the new generation of networks even if it has inherent deficiencies 

stemming from the fact that it depends on the currently defined architectures of WLAN and 3G. 

The definition of NGN by ITU-T was given previously; the same organization defines the 

following as the fundamental aspects of any NGN [14]: 

 Packet-based transfer 

 Separation of control functions among bearer capabilities, call/session, and application/ 

service 

 Decoupling of service provision from network, and provision of open interfaces 

 Support for a wide range of services, applications and mechanisms based on service building 

blocks (including real time/ streaming/ non-real time services and multi-media) 

 Broadband capabilities with end-to-end QoS and transparency 

 Interworking with legacy networks via open interfaces 

 Generalized mobility 

 Unrestricted access by users to different service providers 

 A variety of identification schemes which can be resolved to IP addresses for the purposes of 

routing in IP networks 



Doctoral Thesis 

31 

 Unified service characteristics for the same service as perceived by the user 

 Converged services between Fixed/Mobile 

 Independence of service-related functions from underlying transport technologies 

 Compliant with all Regulatory requirements, for example concerning emergency 

communications and security/privacy, etc. 

The fundamental idea of NGN is to carry all types of service over a single packet-switched 

network; the advantages of such an approach are numerous. Operators save money since they 

have to manage and maintain only one network platform; it also offers them the possibility to 

provide new services that combine different types of data. NGNs will be more versatile than 

today’s networks because they do not have to be physically upgraded in order to support new 

service types; the network simply transports data while services are controlled by computer 

software which is easily upgradable. This also means that apart from network operators, third 

parties can launch new services as well; in such an environment the user will have to choose 

between a large number of service operators with any implications this may have in quality of 

service, cost, security etc. Another important point here is that while NGNs will be based on IP, 

they will have features that the Internet does not have, such as an assured quality of service and 

level of security. 

The types of services that an NGN will be able to offer include the following: 

 VoIP. Voice-over-IP (VoIP) will become reality since it will be possible for a user to make a 

call either from a telephone or a softphone on a PC using the same underlying platform. 

These calls will be transferred over a packet-switched network in a more efficient way than 

today’s voice calls since they will not need a dedicated line anymore; these calls will share 

bandwidth with other types of data. 

 IPTV. Internet Protocol Television (IPTV) is a term for digital television deliverance over IP; 

this technology is expected to be one of the main commercial drivers increasing the 

penetration of NGN’s worldwide. 

 Converged services. Here the possibilities are numerous and each service provider can 

combine different services running on the NGN to create a unique representation of 

information to the user. For example, a user could have a single mailbox that collects e-

mails, voice mails and video mails. 

 Personalized services. Nowadays providers offer combinations of broadband internet, TV, 

phone and mobile services to users; however, for managing reasons these combinations are 

limited. With NGNs the end users can have finer control over the services they receive, be 

billed only for the services they want, and all this through a single system. 

 Mobility services. Through NGNs the vision to access services anytime, anywhere will 

become reality since different types of mobility will be easily supported by future networks; 

these types include session, application, user and terminal mobility. 

2.2 Multimedia delivery protocols 

Regarding multimedia storage, playback and transmission the past decade has been a transition 

period from analog to digital technology. Now, that this analog-to-digital multimedia revolution 

is nearly complete, a new multimedia-over-IP revolution has started where all types of 

multimedia like radio, television, telephony and stored media are being delivered over IP using 

wired and wireless networks. This new revolution will not only make cheaper and easier the 

distribution of multimedia content, but it will create the conditions for novel applications as 

well. 
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Despite the fact that multimedia are being used for long time, the Internet and wireless 

networks provide only limited support for multimedia applications. This is due to the 

characteristics of both the Internet and wireless networks which are inherently unpredictable 

and have varied time delays and packet losses. While these characteristics might not be a 

problem for applications like file transfer, they can have considerable consequences for real time 

multimedia applications when the delays and packet losses are perceived by the end user. 

Multimedia applications tend to be delay sensitive, bandwidth intense and loss tolerant and 

these properties highly define the requirements by transport networks. This is the reason why in 

recent years the area of multimedia communication and networking is an active and challenging 

area and has seen significant research interest. 

Multimedia delivery is made possible through a number of protocols operating over IP; these 

protocols can be divided into three general categories: 

 Signaling protocols 

 Media transport protocols, and 

 Other protocols that offer complementary services like authentication, QoS and Network 

Address Translation (NAT) traversal. 

Figure 2-1 summarizes the main protocols found in each category. For the rest of this thesis, 

the main focus is on the security of signaling protocols and how this can be accomplished with 

no perceived delay by the end user; the category of other protocols is also investigated in order 

to discover how AAA operations, which are in general considered expensive in terms of time 

delay, can be improved so as to be efficient enough to be used for multimedia delivery. 

 

 

Figure 2-1: Protocols for multimedia delivery over IP  

2.2.1 H.323 

The first, and for some years the only, signaling protocol for multimedia communications over IP 

was the ITU recommendation H.323 [19]. H.323 is part of the H.32x series of protocols and was 

originally proposed for video conferencing over LAN; soon, it was extended to cover telephony 

as well as other types of multimedia over the Internet. From 1996 until 2006, six versions of 

H.323 have been adopted which are backwards compatible to each other; however, most 

deployed systems use version 2. 

H.323, together with other ITU and IETF protocols, defines and standardizes a number of 

elements which are shown in Figure 2-2. The main elements of an H.323 architecture are: 

terminals, gatekeepers, gateways and Multipoint Control Units (MCUs). From these elements 

terminals, gateways and MCUs are called end points because they are network end devices. An 

end point can originate and terminate media streams which could be audio, video, data or a 

combination of these; the minimum that an end point must support is audio, while video and 
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data are optional. The gatekeepers are servers that control a zone which is the smallest possible 

administrative domain in H.323 and their presence is optional; the terminals’ capabilities, 

however, are limited when a gatekeeper is not present. A gateway provides an interface 

between an H.323 network and a network using a different protocol, like the Public Switched 

Telephone Network (PSTN), and it is also an optional element in the H.323 architecture. Finally, 

an MCU provides conferencing services to the H.323 network terminals. 

 

Figure 2-2: General architecture of an H.323 network 

Figure 2-3 shows an example call flow for H.323. The exchanged messages before “RTP media 

session” constitutes the call setup while the rest of the messages the tear down of the call. In 

the following, the most important of these messages will be summarized. First both terminals 

must have been registered to the gatekeeper. The calling terminal sends an Admission Request 

(ARQ) to the gatekeeper containing the address of the called terminal. If the gatekeeper decides 

that the call can be continued it sends back an Admission Confirmation (ACF) message. The caller 

sets up a TCP connection to the callee through the “Setup” and “Call proceeding” messages. The 

callee must also get permission from the gatekeeper before the acceptance of the call, so ARQ 

and ACF messages are exchanged between them. What follows is a number of handshake 

messages for capabilities determination. When the media session is over either of the terminals 

can tear down the current call. The correspondent messages are Disengage Request (DRQ) and 

Disengage Confirmation (DCF) and these messages should be directed to the gatekeeper so that 

it knows that the resources used in this call have been freed up. 
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Figure 2-3: H.323 call flow 

2.2.2 SIP 

The Session Initiation Protocol (SIP) [49] is an application-layer control protocol for the creation, 

modification and termination of multimedia sessions with one or more participants. SIP is a 

signaling protocol and it cannot be considered a full communications system; it is rather a 

component which can be used in conjunction with other IETF protocols to build a complete 

multimedia architecture. Such protocols are the Real-time Transport Protocol (RTP) [20] for 

transporting real-time data and providing QoS feedback, the Real-Time Streaming Protocol 

(RTSP) [21] for controlling delivery of streaming media, the Media Gateway Control Protocol 
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(MEGACO) [22] for controlling gateways to the PSTN, and the Session Description Protocol (SDP) 

[23] for describing multimedia sessions. While SIP requires all these protocols in order to offer 

complete services, its functionality and operation does not depend on any of these protocols. 

SIP is a text encoded protocol based on the same principles of the HyperText Transport 

Protocol (HTTP) [24], which is used for web browsing, and the Simple Mail Transport Protocol 

(SMTP) [25], which is the main protocol used for exchanging e-mails over the Internet. While SIP 

is used for P2P communications, it uses a client-server transaction model similar to HTTP. When 

a User Agent (UA), that is a software or hardware terminal that acts on behalf of the end user, 

initiates a SIP request it is considered a client and the called party a server; these roles can be 

reversed since each one of the two parties can initiate any kind of request. Each request can be 

of one type of SIP methods; the ones defined in the base SIP specification are shown in Table 2-1 

but there other types as well defined in subsequent RFCs that extend functionality of the base 

protocol. The responses to those requests are numerical and highly similar to those of HTTP; for 

instance a 200 OK response means that the request has been completed successfully. 

 

Method Description 

INVITE Session setup 

ACK Acknowledgement of final response to INVITE 

BYE Session termination 

CANCEL Pending session cancellation 

REGISTER Registration of a user’s URI 

OPTIONS Query of options and capabilities 

Table 2-1: SIP methods 

A SIP message has the following form (here an INVITE request is depicted): 

 

INVITE sip:obrien@miniluv.org SIP/2.0 

Via: SIP/2.0/UDP 195.251.161.144:5060; branch=z9hG4bK74b43 

Max-Forwards: 70 

From: Smith <sip:smith@minitrue.org>; tag=9fxced76sl 

To: O’Brien <sip:obrien@miniluv.org> 

Call-ID: 3848276298220188511@minitrue.org 

CSeq: 1 INVITE 

Contact: <sip:192.168.1.8@minitrue.org> 

Content-Type: application/sdp 

Content-Length: 151 

 

The most important fields here are <From>, which indicates the caller, <To>, which indicates 

the callee and <Contact> which indicates where the callee can contact the caller in order to 

establish a P2P communication for media transport. These fields use a SIP URI which is a URI of 

the form user_id@domain_id, where user_id is a unique ID assigned to the user by the SIP 

service provider and domain_id which is this operator’s unique domain name. 

The three main elements in a SIP network are: User Agents (UAs), servers and location 

services. As it was already discussed, UAs originate SIP requests to establish media sessions, and 

send and receive media. They are the end entities in a SIP network and can play the role of 
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either a client or a server; they behave as clients when they initiate requests and as servers 

when they respond to such requests. SIP servers are intermediary entities that assist UAs, 

among others, in session establishment. There are three types of SIP servers defined in [49]: 

 A SIP proxy receives SIP requests from a UA or another proxy and forwards the request to 

another entity. 

 A redirect server receives a request from a UA or proxy and returns a response indicating 

where the request should be sent. 

 A registrar server receives SIP registration requests and updates the UA’s information into a 

location service. 

A location service is some kind of database where information about users is kept such as 

URIs, IP addresses, host names and other. It may also contain routing information about proxies, 

gateways and other entities. UAs do not directly interact with a location service and the 

communication between a SIP server and a location service is not based on SIP and thus it is not 

fully considered SIP element. 

Figure 2-4 shows an example message flow of a SIP session initiation and termination; the 

messages prior to “Media session” belong to the initiation of the call while the rest of them to 

the termination procedure. Here only one proxy server is used, but a number of other proxies 

could also be present in the path from the caller to the callee. This message flow could also use 

no proxies at all, if the caller is aware of the IP address of the callee. 

 

 

Figure 2-4: SIP call flow 
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A comparison of SIP and H.323 would reveal a number of differences mainly stemming from 

the fact that they were developed for different purposes by standards bodies with very different 

requirements. H.323 was developed by ITU and its design and implementation reflect its PSTN 

background. On the other hand SIP was developed by the IETF and thus is more close to the 

Internet logic. The first key difference is the encoding scheme used by each protocol. H.323 uses 

binary encoding resulting in small message sizes but higher implementation complexity. SIP is 

text-based and each message can be easily interpreted with no additional tools. Another 

difference is the level of security. SIP is an Internet protocol so it reuses well known and tested 

security solutions like Transport Layer Security (TLS) [26]and Secure / Multipurpose Internet Mail 

Extensions (S/MIME) [85]. Another difference is vendor support; while H.323 has an established 

base in the industry, SIP is taking over not only in new installations but also in vendors who 

already use H.323. This is further amplified by the adoption of SIP by mobile operators as the call 

signaling protocol for 3G networks. 

The major strength of SIP is its simplicity; this stems from the fact that it is an Internet 

protocol following the Internet’s architecture. While there are some similarities with H.323 and 

some existing markets where H.323 dominates, SIP with its simple logic and multitude of 

extensions is expected to be the signaling protocol for multimedia delivery in any kind of device 

that use the Internet in the future. 

2.3 Authentication, Authorization, Accounting 

Authentication, Authorization and Accounting (AAA) are three important security related blocks 

used in the construction of a network architecture that help operators control access to their 

networks. A generic AAA architecture [27], especially in the NGNs, will have to support 

multidomain architectures where different operators interact with end users; these operators 

can be either network or service providers or both. In such an environment the AAA architecture 

and the entities implementing it should provide operators a single point of controlling the 

network which should also be able to interoperate with AAA entities of other operators for 

roaming reasons. 

Authentication can be divided into two types: client and message authentication. Client 

authentication means that a client presents its identity along with a set of credentials in order to 

gain access and connect to a network. Message authentication, on the other hand, ensures and 

verifies the authenticity of the exchanged data. Another concept here is the mutual 

authentication where the network should also prove its authenticity to the client as well. 

Authentication can follow either a two-party or a three-party authentication model. The most 

prominent example of a two-party model is a client-server interaction where a single or mutual 

authentication can take place. Figure 2-5 shows the three-party authentication model when the 

network operator utilizes a AAA infrastructure for authenticating access to the network. At the 

edge of the network there are a number of entities called Network Access Servers (NASes) which 

are responsible for authenticating the client. NASes usually have limited resources; at the same 

time operators prefer to have a single point for controlling their network. Thus, authentication 

messages pass through NAS and are forwarded to the AAA server who responds back to NAS 

with the result of the authentication process. 
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Figure 2-5: Three-party authentication deploying AAA infrastructure 

Authorization is the act of determining whether a particular privilege can be granted to the 

presenter of a particular credential. The privilege can be the right of access to a resource like a 

network, a database etc. Authentication is frequently confused with authorization, but an 

authenticated user is not necessarily authorized to use every resource of the network; this is 

defined by rules and by the specific contract the user has signed with his network operator. 

Authentication only proves that the user is who he claims he is; authorization states which 

(usually authenticated) user has access to which resource. 

Accounting involves among others the tracking of the usage of the network by the user in 

units like call minutes or data packets, the conformance to usage policy, data collection for 

purposes like trend analysis, forensics etc. Accounting is frequently confused with billing; 

however, billing is one application that can benefit from data accounting. There can be two 

types of accounting: intra-domain and inter-domain accounting. Intra-domain accounting 

involves the collection of data on resource usage and its processing within a single 

administrative domain. Inter-domain accounting, on the other hand, involves the collection of 

information on resource usage within an administrative domain for use within another 

administrative domain. 

As network sizes grown up, gradually operators realized that in order to handle authentication 

in large networks, it was more practical to have backend servers that undertake this task and 

reduce the burden of NASes. Later on, more features were added to these authentication 

servers which over time were transformed into full AAA servers. In the following sections two of 

the most dominant AAA protocols will be briefly presented: Remote Access Dial-In User Service 

(RADIUS) [28] and Diameter [29]. 

2.3.1 RADIUS 

The most widespread AAA protocol today is RADIUS. RADIUS was designed to serve the purpose 

of allowing a NAS to forward a dial-up user’s request and credentials to a backend server 

following the three-party authentication model. While it was originally designed to support 

Password Authentication Protocol (PAP) and Challenge-Handshake Authentication Protocol 

(CHAP) [30], it was also extensible by nature. Therefore, RADIUS was extended to support 

Extensible Authentication Protocol (EAP) [31] thus supporting more complex EAP-authentication 

methods [32][33]. Furthermore, RADIUS was later extended to support authorization [34] and 

accounting [35] procedures as well. 

RADIUS is a client-server protocol in which a NAS usually plays the role of the client. The 

RADIUS client is responsible for passing user requests to the RADIUS server waiting for a 

response before proceeding to any action. The RADIUS server, on the other hand, is responsible 

for processing requests and sending the respective response. Figure 2-6 presents an operation 

example of RADIUS utilizing CHAP in order to authenticate an end user. Here it is clearly 

depicted that the RADIUS server is the one who decides whether the proof of user authenticity is 
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valid or not and NAS does only transfer the messages and allows the user to utilize the network 

resources based on RADIUS server’s response. 

 

Figure 2-6: RADIUS messaging using CHAP for authentication 

RADIUS offers operators central control of user access to their networks; however, there are a 

number of issues concerning its operation from which the most important are presented here. 

First of all, security protection in RADIUS is rather primitive. Two main functions are provided: 

attribute hiding and authentication of certain messages. These functions are performed using 

MD5 hash function and a shared secret between RADIUS server and client, which is often called 

the RADIUS shared secret. The use of shared secrets as the basis for providing security functions 

in RADIUS causes many vulnerabilities in RADIUS deployments. One of these vulnerabilities is 

that the shared secrets are static and must be configured manually at the NAS resulting in high 

administrative cost or lower security level if the administrator decides to use the same key for all 

NASes; furthermore, no prediction for refreshing the key is defined in the base RADIUS 

specifications. In order to prevent spoofing, the RADIUS server uses the source IP of the packets 

to lookup the shared secret instead of using the NAS IP. While these two IPs are normally the 

same, if NAS IP changes then this correspondence is lost and the NAS becomes practically non 

operable. Another issue with RADIUS is proxy chaining. In real world RADIUS deployments, a 

number of RADIUS proxies may reside in the path between the NAS and the RADIUS backend 

server; however, the NAS only shares a secret with the first proxy. This means that the trust 

between the NAS and the RADIUS server is only transitive; if a rogue proxy exists in the path 

then security is compromised. Attribute hiding provides selective application layer protection of 

certain attributes like passwords. This mechanism does not protect in any way whole RADIUS 

messages or the protocol layers these messages are riding on so IP addresses can be easily 

spoofed and non protected attributes can be altered. 

2.3.2 Diameter 

Around 2000 the IETF RADIUS working group (WG) decided it had concluded its work and a new 

working group called AAA WG started its work on finding a new AAA protocol which would be 

the successor of RADIUS. Based on requirements defined for support of NAS in [36] and RADIUS 

weaknesses, a rather complete set of criteria was defined in [37] serving the overall evaluation 
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of AAA protocols that went beyond just supporting NASes. The criteria that the new AAA 

protocol should meet were: 

 Scalability 

 Failover 

 Mutual authentication between client and server 

 Transmission level security 

 Data object confidentiality 

 Data object integrity 

 Certificate transport 

 Reliable AAA transport mechanisms 

 Ability to run over IPv4 

 Ability to run over IPv6 

 Support for proxy and routing brokers 

 Audibility and 

 Ability to carry service-specific attributes 

After the evaluation of a number of proposals, Diameter [29] was selected and the base 

protocol was standardized in September 2003. Diameter follows a modular approach where the 

base protocol specification defines most of the basic building elements like a basic set of 

messages, attributes and their structure, and accounting procedures since they are required by 

all applications. All protocols and procedures needed to support other services are considered as 

add-ons over the base protocol and are named “Diameter applications”. Some of the most 

common Diameter applications are: NAS [38], Mobile IP [39], EAP [40] and SIP application [41]. 

NAS application describes the details of the interaction of the Diameter servers with NASes for 

authentication and other procedures. Diameter Mobile IP application facilitates, among other 

things, identity verification and authorization mechanisms for end hosts using Mobile IPv4. EAP 

application defines procedures for carrying EAP exchanges over Diameter messages between the 

NAS and Diameter servers. Diameter SIP application is designed to be used in conjunction with 

SIP and provides a Diameter client which is co-located with a SIP server, with the ability to 

request authentication of users and authorization of SIP resources usage from a Diameter 

server. 

As it has already been analyzed in the previous section, RADIUS is a client-server protocol 

where the client always issues the requests and the responses are always created by the server. 

Diameter, on the other hand, is a P2P protocol which means that either the client or the server 

can create a request or a response. Diameter follows the three-party authentication model as 

well, while being carefully designed to support multidomain environments. The reliance of 

RADIUS on hop-by-hop security based on shared secrets has created many problems for modern 

applications of AAA protocols. Diameter tries to accommodate such shortcomings by mandating 

support of IP Security (IPsec) [42] for both Diameter clients (usually NASes) and servers. 

Diameter servers must also support TLS while for clients it is optional; one reason for that is to 

relax the need for a Public Key Infrastructure (PKI). Therefore, IPsec can be used for edge or 

intra-domain traffic and TLS is the recommended way for protecting inter-domain traffic. While 

these two protocols offer hop-by-hop security, the base specification of Diameter also 

encourages the use of Cryptographic Message Syntax (CMS) extensions [43] for end-to-end 

security protection of Diameter messages. Another feature of Diameter is authorization of 

functionality. The fact that a peer has been successfully authenticated does not mean that it is 

authorized to act as a server supporting the applications it is advertising. Thus, before initiating a 

connection, a Diameter peer must check that its peers are authorized to act in their acclaimed 

roles. Furthermore, in a multi-domain environment, the home server prior to authorizing a 
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session must make sure that the route traversed by the request is accepted and has not gone 

through untrusted realms. 

Since Diameter is the successor of RADIUS, a comparison between them is likely to reveal a 

number of advantages of Diameter over RADIUS: 

 Fail-over. Diameter defines a special flag which should be set when two nodes agree on 

failure support. When fail-over is enabled all the pending requests to an agent are 

forwarded to another agent when a transport failure with the first agent is detected. 

 Server initiated messages. RADIUS provides only optional support for server initiated 

messages, thus, it is difficult to implement features like unsolicited disconnects, re-

authentications and re-authorizations on demand across heterogeneous networks. For 

Diameter, on the other hand, support for such messages is mandatory. 

 Reliable transport. RADIUS utilizes UDP as transport protocol making reliability an issue, 

especially regarding accounting. Diameter runs over TCP or SCTP offering reliability; this 

choice, however, makes the deployment of Diameter more difficult. 

 Capability negotiation. In RADIUS, the client and server do not have any way of indicating 

their support of various attributes to each other making capability discovery and negotiation 

a very difficult task. Diameter includes support for error handling and capability negotiation. 

 Security. RADIUS defines an application-layer integrity protection mechanism that is only 

required for Access Response messages, while authentication is based on shared secrets and 

trust is established only in a hop-by-hop manner. Diameter defines both transmission level 

and end-to-end security and requires mandatory support of IPsec and optional TLS support 

at the clients. 

 Inter-domain support. RADIUS does define the roles of agents and proxies clearly resulting in 

behavior variances between implementations and causing interoperability and security 

problems. Diameter addresses these limitations by explicitly defining the behavior of agents 

and proxies and providing support for inter-domain roaming, message routing and 

transmission level security. 

 Peer discovery and configuration. RADIUS implementations typically require the names, 

addresses and shared secrets of clients and servers be manually configured resulting in 

heavy administrative burden. Diameter enables dynamic discovery of peers and derivation 

of session keys.  

 Compatibility. While RADIUS and Diameter follow different approaches it is still possible to 

make them compatible through appropriate translation gateways.  

2.4 IP Multimedia Subsystem 

As it has already been argued in previous sections, 3G networks aim to merge two of the most 

successful paradigms in communications: cellular networks and the Internet. The IP Multimedia 

Subsystem (IMS) [1] is a set of specifications that describe the architecture for implementing IP 

based telephony and multimedia services in 3G and consequently in NGN. IMS is not a new 

technology; it is rather an implementation of existing Internet standards that bring the control to 

the core of the network. The protocols that play cardinal role for the operation of IMS are: SIP as 

session control protocol, Diameter as AAA protocol followed by appropriate Diameter 

applications like Diameter SIP application, Real-time Transport Protocol (RTP) and RTP Control 

Protocol (RTCP) [20] to transport real-time media like video and audio, Common Open Policy 

Service (COPS) [44] for policies transfer and ITU-T Recommendation H.248 [45] and its packages 

to control specific types of nodes. 



Secure mobile multimedia over all-IP wireless heterogeneous networks 

42 

The idea of IMS is to offer multimedia services everywhere and at any time. While multimedia 

services can be supported in networks used today, the difference with IMS is in a number of 

issues concerning among others accounting, charging and Quality of Service (QoS). The systems 

that offer support in these operations are numerous consisting of many different disparate 

systems rather than one architecture supporting all media types. The primary purpose of IMS is 

to provide session control at the core of the network, while enabling other support needed to 

provide those services, regardless of media type. This means that one common control plane is 

used for video, voice, data, messaging and any other media format needed. What’s more 

important is that this control plane can support new media types without any modification. The 

main IMS aims can be summarized in the following: 

 Combine the latest trends in technology 

 Make the mobile Internet paradigm come true 

 Create a common platform to develop diverse multimedia services and 

 Create a mechanism to boost margins due to extra usage of mobile packet switched 

networks. 

Following these aims, IMS was defined as a framework created for the purpose of delivering IP 

multimedia services to end users; this framework needs to meet certain requirements and more 

specifically to support: 

 the establishment of IP multimedia sessions 

 a mechanism to negotiate QoS 

 interworking with the Internet and circuit switched networks 

 roaming and inter-domain environments 

 strong control imposed by the operator with respect to the services delivered to the end 

user 

 rapid service creation 

 access independence 

Starting the analysis of the aforementioned requirements, it can be argued that the most 

important services for users are audio and video communications. While multimedia 

communications were already standardized in previous 3GPP releases, those multimedia 

communications take place over the circuit switched network rather than the packet switched 

network. The main service delivered by IMS is multimedia services over packet switched 

networks offering the possibility of simultaneous existence of several media types.  

A key component of IMS is the ability to negotiate a certain QoS level. The QoS is determined 

by a number of factors such as the maximum bandwidth that can be allocated to the user based 

on the user’s subscription or the current state of the network. IMS allows operators to define 

different QoS levels, thus allowing operators to define different groups of customers based on 

their needs. 

IMS is required to have two targets when considering interworking: interworking with the 

Internet and interworking with circuit switched networks. Support of interworking with the 

Internet will offer a great number of potential sources and destinations for multimedia sessions 

to end users. Interworking with circuit switched networks will offer access to networks like the 

Public Switched Telephone Network (PSTN) or existing cellular networks. 

Roaming has been implemented in 2G where users have been able to roam to different 

networks, especially when visiting a foreign country, subject to roaming agreements signed 

between their home and the visited network. IMS supports this feature as well, offering the 
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possibility to the end users to initiate multimedia sessions even when the access to their home 

network is not available.  

Service control can be enforced with policies which fall into two categories: general policies 

and individual policies. General policies apply to all users in the network and they can be rules 

like, for instance, enforcing the use of one video codec that is more efficient over another not so 

efficient codec, in order to conserve bandwidth. The second category includes policies that apply 

to individual users based on the contract of each user with the network operator. If, for 

example, the subscription of a user does not include video call, then a video call session 

initiation will be prevented by the operator even if both the network and the end user’s terminal 

can support video calls. 

In IMS, rapid service creation is succeeded by standardizing service capabilities rather than 

services. In 2G every new service had to be standardized in order to be operable and supported 

by the operators. This standardization process and interoperability tests caused significant 

delays in service deployment and even then sometimes there was no guarantee that the service 

would work when roaming to another network. By standardizing service capabilities only, IMS 

tries to reduce the time it takes to introduce a new service to the market. 

IMS, being an IP based network, supports a number of different access layer technologies 

offering access independency. While the first release of IMS focused on GPRS access (both in 2G 

and 3G networks), later releases make possible the access of IMS through WLAN, Asymmetric 

Digital Subscriber Line (ADSL), Cable Modem etc. 

2.5 Summary 

Advances in wireless networking technology have made it possible for end users to receive 

services everywhere. While different network access technologies have been developed and 

succeeded in penetrating the market, there is a trend towards the convergence of these 

technologies into an all-IP heterogeneous architecture. This all-IP architecture will borrow 

advantages from both 3G and WLAN worlds and set the basis for the deployment of novel and 

better applications in the near future.  

In this environment, delivery of multimedia services, being a very demanding application class, 

is a very interesting and active research field. There are numerous protocols enabling 

multimedia delivery as well as protocols offering AAA services over IP networks. These protocols 

mainly operate on the Internet today; however, they can also be used in NGNs since they 

operate over IP. IMS is such an architecture which promises to offer secure multimedia services 

over NGNs providing ensured QoS level, charging and central control to network operators. 
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Chapter 3 -  Survey of secure handoff optimization 

schemes 

One of the most challenging problems of NGN is handoff management since a large number of 

networks with heterogeneous link layer technologies belonging to different operators may offer 

their services. Such networks will naturally overlap with each other and mobile users will need to 

frequently handoff among them for a number of reasons, including the quest for higher speeds 

and/or lower cost. Handoffs between such hybrid networks should be fast enough to support 

demanding applications, like multimedia content delivery, but also secure since different 

network providers are involved. This gets even more complicated considering that network 

providers may not simultaneously be multimedia service providers as it is the case today.  

In order to support security operations in a large scale the employment of an AAA protocol is 

mandated; however, this adds more delay to the handoff process. This chapter presents the 

performance problems raised in multimedia services during handoff when security services are 

also required. Next an analysis of the prominent methods proposed so far that optimize the 

secure handoff process in terms of delay and are suitable for uninterruptible secure multimedia 

service delivery is provided. Furthermore, these methods are compared to each other based on 

certain criteria and this comparison reveals, among others, that no method takes into 

consideration the privacy protection of end users. 

3.1 Problem statement 

The aforementioned environment will not only provide the basis of new and better 

applications, but shall impose new technical problems as well. The tradeoff between security 

and efficiency is one of the most challenging issues in wireless communications and this is not 

likely to change, at least in the near future. This tradeoff is especially true in environments 

where the network provider is different from the service provider. In such cases, the end user 

must be authenticated to both providers in order to use a single service, and to many more if he 

plans to use more services or perform a handoff. That is, authenticate to the network provider 

and additionally perform a number of authentications as many as the service providers, or in 

case of a handoff, authenticate to the new network provider and re-authenticate to the services 

he already receives. For example, considering SIP registration in UMTS networks, the user must 

first authenticate in order to access the network and then authenticate (again) to access SIP 

services. These authentications are accomplished using AAA protocols, like RADIUS [28] or 

DIAMETER [29], which are in general costly, especially when the home network is many network 

hops away from the visiting network. This delay is even more crucial and must be carefully 

considered during handoffs. 

Mobility management protocols like Mobile IP [46] and Cellular IP [47] do not consider AAA 

operations during handoff. In order to cope with long delays, a number of techniques have been 

proposed to optimize the handoff procedure. One way to achieve this is by minimizing the 

delays introduced by AAA interactions during the handoff phase. This survey looks into such 

schemes and compares them in terms of security, efficiency and scalability; a short description 

and a critical constructive view of each method is provided as well. 
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To better analyze the problem, in the following we describe a typical scenario of using 

multimedia services over all-IP wireless heterogeneous networks. Under this context, a user 

terminal can roam between networks that utilize different access technologies like IEEE 802.11, 

802.16 and UMTS. Each of these networks may belong to the same or to a different 

administrative domain. For example the user (terminal) is able to move from a WLAN to another 

WLAN, which belongs to the same operator (performing an intra-domain handoff) or from a 

WLAN to an UMTS network, which belongs to a different administrative domain (performing an 

inter-domain handoff). In general, inter-domain handoffs tend to be more expensive than intra-

domain because of the network delays imposed by the distance, in terms of network hops, 

between the local and the home domain. 

P1 P2 P3

AAA Server 1 AAA Server 2

Internet

AAA Server 3

GW1 GW2

GW3

AP1 AP2 AP3

GW4

AAA Server 4

 

Figure 3-1: General heterogeneous network architecture 

Figure 3-1 depicts the general architecture of a network composed of different technologies 

and administrative domains; for instance, access points AP1 and AP2, which reside in the same 

administrative domain, could use 802.11, and AP3 could be a cellular operator’s access point. 

Each domain is represented by a gateway (GW) and an AAA server. This, of course, is a simplified 

representation and every gateway could act either like a true gateway to the Internet, or a 

multimedia server, or a directory for AAA servers lookup, etc.  

Next, we consider a scenario where a terminal using a multimedia service from a server 

residing out of the local domain is executing an inter-domain secure handoff. Initially the 

terminal is at position P2, using a multimedia service from GW3 and its home domain is 

controlled by AAA Server 4. If the user moves to position P3, a handoff is going to occur. What 

should be assured during this handoff is the continuation of the multimedia service without 

severe quality degradation. The procedure that has to take place is as follows: the terminal first 

requests access to the network from GW2, which refers to its local AAA Server 2 which in turn 

refers to AAA Server 4 to authenticate it. After the terminal is granted access to the network it 

must access the multimedia service, so through GW2 the terminal requests the service from 
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GW3, which refers to its local AAA Server 3, which in turn refers to AAA Server 4 to authenticate 

it.  

The aforementioned example is the worst-case scenario where the home domain, the local 

domain and the multimedia server reside in three different places. In such cases the operations 

taking place during the handoff procedure result in long delays, especially when the involved 

servers are distant from each other. However, the previous worse case situation describes a 

non-optimized scheme, which does not consider the problems related to multimedia services 

during secure handoffs. The next sections concentrate on schemes that try to solve or mitigate 

these problems. 

3.2 Proposed solutions 

In the following we constructively describe all the major secure handoff optimization schemes 

proposed until now. This is necessary for the qualitative analysis provided later; moreover, for 

the sake of completeness, we decided to also reference a number of other subordinate schemes 

which bare similarities with the ones presented hereupon. 

3.2.1 OIRPMSA 

In [48] the authors are examining the case of a secure handoff using Mobile IP [46] and SIP [49]. 

Their scheme namely “Optimized Integrated Registration Procedure of Mobile IP and SIP with 

AAA operations” (OIRPMSA) attempts to reduce the roundtrips needed between the mobile 

terminal and the home AAA server. Normally, 3 such roundtrips are needed: 

1. Mobile IP registration (Figure 3-2). 

2. SIP register (Figure 3-3, actions 1-6): This message gets a 401 (Unauthorized) response 

which, among others, includes challenge information. 

3. SIP register (Figure 3-3, actions 7-12): The terminal tries to authenticate using the previous 

challenge information and if the authentication is successful it gets a 200 (OK) response. 

The suggestion of this work is to minimize the delay imposed by the second message by 

“converting” it to a local roundtrip between the mobile node (MN) and the Local AAA Server 

(AAAL). Their idea is illustrated in Figure 3-4 and is as follows: when the MN sends the first 

message (Mobile IP registration) it states that a SIP registration is about to follow. The home 

AAA server’s (AAAH) response includes some challenge information which is stored in the local 

AAA server and will be used later. Then the mobile terminal sends a SIP register (action 9) 

towards the local AAA server which responds with a 401 (Unauthorized) response (action 10) 

that includes the previous challenge information. Finally, another SIP register message follows 

that goes all the way to the home AAA server (actions 11-16). 
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Figure 3-2: Mobile IP registration with AAA operations 
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Figure 3-3: SIP registration with AAA operations 

One shortcoming of this approach is that it is assumed that the network provider is the same 

as the service provider. Although this, in many cases, is true today, it is not the general case and 

of course it is not certain that it will still hold after a few years. Another weakness of this scheme 

is that the agents used by Mobile IP (FA-Foreign Agent, HA-Home Agent) should be co-located 

with the SIP proxy and SIP registrar respectively as shown in Figure 3-4. 
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Figure 3-4: OIRPMSA signaling 

3.2.2 MPA 

Another handoff optimization scheme, presented by Dutta et al. [50][51], is MPA which stands 

for “Media – independent Pre - Authentication”. MPA is a framework that can work over any link 

layer and can cooperate with any mobility management scheme. To support this claim some of 

the authors in another work [52] have combined MPA with IEEE 802.21 [53] as mobility 

management protocol. MPA framework assumes that the following elements exist in every 

network: Authentication Agent (AA), Configuration Agent (CA) and Access Router (AR). The basic 

steps taken by MPA are as follows: 

1. Pre-authentication (Figure 3-5, action 1): The mobile terminal finds the IP addresses of AA, 

CA and AR. It performs pre-authentication with the AA, creating security associations with 

AA, CA and AR. 

2. Pre-configuration (Figure 3-5, actions 4-5): When the mobile node is about to change its 

point of attachment, it performs pre-configuration using the CA to obtain new IP address 

and other configuration parameters (action 4). Using a tunnel management protocol, the 

mobile node sets up a tunnel with an access router from the candidate network (action 5). 

3. Secure proactive handover (Figure 3-5, actions 6-7): The terminal starts a binding update 

over the established tunnel by using both the old and the new IP addresses. This means that 

it has already executed a higher layer handoff before a link layer handoff. 

4. Switching (Figure 3-5, actions 8-9): The mobile node completes the binding update and 

executes the link layer handoff. After that, the mobile node starts communicating from the 

new point of attachment and deletes or disables the established tunnel. 
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Figure 3-5: MPA signaling flow 

In [50] a complete handoff solution is proposed which optimizes a number of parameters that 

add to handoff delay, like IP address assignment. In the testbed implemented by the authors, a 

non-MPA handoff took 4 seconds, whereas MPA handoffs to different platforms took from 14 to 

600 ms.  

3.2.3 Shadow registration 

In [54] the Shadow Registration method is proposed in order to optimize secure handoffs. 

According to this scheme a security association is established between the mobile terminal and 

every neighboring AAA server before the former enters the domain the server controls. Using 

Figure 3-6 as reference, when the mobile terminal resides in the central cell, a registration 

procedure is performed with all 6 neighboring cells. When this happens the necessary AAA 

operations are processed locally in this new domain without communicating with the terminal’s 

home domain. Specifically, the authors examine two cases where Shadow Registration could be 

used; the Mobile IP case and the SIP case. In both cases, during the handoff, the requested AAA 

operations are processed locally and after the completion of the handoff a separate process is 

executed where security associations are sent to the new neighboring domains of the mobile 

terminal. 

Based on the concept of Shadow Registration, Han et al. [55] have proposed Region-based 

Shadow Registration (RSR). RSR is trying to solve the problems of heavy traffic and waste of 

resources introduced by Shadow Registration. Instead of establishing a security association with 

every neighboring domain, RSR divides the terminal’s current cell in regions (a, b and c in Figure 
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3-6) and performs a Shadow Registration only when the terminal moves to a section with high 

probability to handoff. When the mobile node resides near the cell core, no Shadow Registration 

is performed. The outer zone of the cell is divided in three regions and each region is adjacent to 

two neighboring cells; when the mobile terminal moves to one of these three regions, a Shadow 

Registration is performed for the two neighboring cells. For example in Figure 3-6, when the 

mobile terminal moves from the Core to region b, a Shadow Registration procedure is 

performed with cells 3 and 4. By this way, the two schemes have the same effect in reducing the 

handoff delay while RSR reduces the traffic between the domains.  

Cell 5

Cell 4

Cell 3

Cell 2

Cell 1

Cell 6

Core

a

b

c

 

Figure 3-6: Regional cell division 

Another similar approach is [56] which uses the Frequent Handoff Region (FHR) concept. 

Considering this scheme, the network administrators collect information about the location of 

the access points and the movement of users and construct a weighted directed graph. With the 

help of FHR Selection algorithm, adjacent access points are grouped in FHRs and the mobile 

terminal is authenticated in advance towards the access points that belong to the same FHR. 

A disadvantage of the above methods stems from the fact that in future heterogeneous 

networks the areas of coverage in most cases will overlap. In such an environment, when a 

mobile terminal roams in an area covered by a WLAN access point it is possible that this area is 

also covered by other WLAN, WMAN and/or UMTS access towers. Under these circumstances it 

is not obvious which the neighboring domains are, let alone that there can be many of them. 

This results to excessive signaling (especially in SR) and difficulties in determining which the 

neighboring cells (in RSR case) are. This maybe not seems to be a problem with FHR, but that 

would require from the administrators to collect new information every time a new network is 

deployed in the same area. 

3.2.4 AAA context transfer 

The solution proposed in [57] is product of the IST EVOLUTE project that tries to provide secure 

and seamless multimedia services over heterogeneous all-IP networks using the concept of 
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context transfer. In RFC 3374 document [58] the context and context transfer terms are defined 

as:  

 Context: The information on the current state of a service required to re-establish the 

service on a new subnet without having to perform the entire protocol exchange with the 

mobile host from scratch. 

 Context transfer: The movement of context from one router or other network entity to 

another as a means of re-establishing specific services on a new subnet or collection of 

subnets. 

EVOLUTE uses Mobile IP and SIP for inter-domain mobility management, while for inta-

domain mobility uses protocols like Cellular IP and Hierarchical Mobile IP [59]. In order to 

provide secure access to multimedia services, the EAP-TLS [60] solution is used as the 

authentication protocol. Figure 3-7 depicts the signaling flow when the context transfer is not 

used; on the downside, Figure 3-8 shows the same signaling flow when the context transfer is 

enabled. When the mobile terminal sends a request to handoff to a new gateway (NGW), this 

NGW gets the context from the previous gateway (PGW) whose IP is indicated in the terminal’s 

request. The terminal is then authenticated to the NGW without contacting its home domain. 

MN PGW NBS RADIUSNGW

CIP-RU

Legend:

MN: Mobile Node

PGW: Previous Gateway

NBS: New Base Station

NGW: New Gateway

CIP-RU: Cellular-IP Route Update

Req: Request

Resp: Response

CU-Req

CU-Rep

CU

EAP Success

 

Figure 3-7: EAP-TLS exchange without context transfer 
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Figure 3-8: EAP-TLS exchange with context transfer 

When the method of context transfer is employed, it is assumed that the new network can 

support the services offered from the previous one. However, in a heterogeneous environment, 

this might not always be the case and the mobile terminal might have to contact its home 

domain for renegotiation about the offered services. 

3.2.5 Peer-to-Peer security context transfer 

The work of Braun and Kim [61] combines the concepts of security context and P2P networks to 

optimize authentication in heterogeneous wireless networks. According to this approach a 

security context contains authentication credentials in the form: {random number or nonce or 

challenge, expected response}. Such security contexts are created at the home domain by the 

home AAA Server and delivered to AAA Servers (or Brokers) that reside between the home 

domain and the local domain (and therefore are closer to the mobile terminal). The AAA Brokers 

take the authentication decision after a corresponding mobile terminal’s request based on 

security contexts; for this reason they are referred as Security Context Controllers (SCCs) as well. 

SCCs are organized in a peer-to-peer manner and they are able to detect each other using 

mechanisms originated from P2P networks. 

An example demonstrating peer-to-peer organization of SCCs is illustrated in Figure 3-9. At 

first, the mobile terminal resides in the area covered by SCC 1 which has already acquired the 

security context from AAAH via SCCx. During this transfer, AAAH and SCCx have stored pointers 

to the current security context which resides in SCC 1. When SCC 1 gets the security context it 

broadcasts its acquisition to its neighbors. This way, when the user moves to the area covered by 

SCC 2, the new SCC acquires the security context from SCC 1 and informs AAAH. If this is not the 

case, say the user switches off the device in SCC 1 and moves to the area of SCC 3, SCC 3 is not 

aware of the stored security context in SCC 1 and has to request a new one from AAAH. This 

request is routed through SCCy and SCCx; when the request meets SCCx, SCCx returns a 

response that SCC 1 has a security context for the corresponding user. When SCC 3 gets this 

response it requests the security context from SCC 1 and informs AAAH that is now controlling 

the security context of the user. 
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Figure 3-9: P2P organization of SCCs 

3.2.6 Optimistic access 

In order to minimize the re-authentication delay, an alternative technique is proposed by Aura 

and Roe in [62]. According to this approach the mobile terminal, instead of executing a so-called 

strong authentication during the handoff process, it is granted optimistic access to the new 

network delaying the strong authentication which is held after the handoff is completed. 

More specifically as shown in Figure 3-10, when the mobile node (MN) handoffs to the new 

network a light (fast) authentication takes place. If this authentication is successful the MN is 

authorized a so-called optimistic access and can communicate through the new network. When 

the handoff process is complete, the MN must be involved in a new strong authentication to 

continue using the resources of the new network. After the end of this authentication the 

Optimistic Access scheme completes its purpose. 

Optimistic access Authorized access

MN arrival Access authorized

 

Figure 3-10: Light and strong authentication in optimistic access scheme 

The target of the proposed work is to conclude to a protocol that allows optimistic access to 

well behaving mobile nodes while reducing the risk of possible misuse. A customer that has paid 

for some other service or is following some rules is considered well-behaving, while unknown 

users should perform a strong authentication during the handoff process. The protocol operates 

as following: 

1. The old access point sends to the mobile terminal a secret key K and a credential C over a 

secure channel. 

2. The new access point broadcasts challenges periodically and the mobile terminal retrieves 

one such challenge. 

3. The terminal computes and sends towards the new access point a keyed one-way function 

of the challenge and the secret key K. It also presents the credential C acquired from the old 
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access point which contains some trust parameters about its previous good behavior. The 

new access point recovers K from the credential and decides to grant optimistic access or 

not by evaluating the trust parameters. 

When the secure handoff procedure is completed, the strong authentication must take place 

in a short time. The exact period of optimistic access and authentication method are not covered 

by the above protocol and are matters of choice of the network administrator. 

This protocol makes an obvious trade-off between security and performance. The vulnerability 

left is the small window of light authentication between the handoff and the strong 

authentication; still, in order for someone to misuse the resources of the network, the light 

authentication should be based on a weak protocol or no authentication at all. Another security 

issue of the above protocol is that all the access points of the network should share a secret key 

and this can be especially dangerous if a single access point leaks the key. Thus, key 

management issues concerning optimistic access must be carefully considered and further 

investigated. 

3.2.7 Other schemes 

This section references secure handoff optimization schemes that could not be included in the 

conducted comparison. These methods are left out because they either exhibit many similarities 

with the mechanisms already described or they do not comprise a general solution supporting 

secure handoffs between heterogeneous networks for multimedia services delivery. 

The first such scheme is Mobility-adjusted Authentication Protocol [63] (MAP) which utilizes 

symmetric cryptography in conjunction with the security context concept relying on special 

Security Context Nodes (SCNs). The work in [64] reviews fast authentication methods for 802.11 

WLAN’s for seamless mobility across administrative domains. The authors of [65] use the 

concept of AAA brokers while their novelty is a formula for finding the best spots within the 

network architecture to place these brokers. A method which is similar to the Shadow 

registration concept, and especially to the Frequent Handoff Region variation, is presented in 

[66]; the difference here is that this method does not require manual configuration and the 

system is auto configured instead. In [67] the authors are based on Hierarchical Mobile IPv6 

(HMIPv6) which is an enhancement to Mobile IPv6 (MIPv6) that supports fast handoffs. Their 

proposal integrates the Diameter protocol to support authenticated access during roaming. 

Another approach is the Secure, QoS-enabled Mobility (SeQoMo) [68] architecture which is 

comprised of components that can be co-located with existing routers, access points, mobile 

nodes etc. to provide fast handoffs to HMIPv6 based networks. In [69] six approaches are 

proposed for session state re-establishment in intra-domain scenarios; these approaches are 

based on the combination of concepts like Fast Handover for Mobile IPv6 (FMIPv6), HMIPv6, 

AAA and context transfer. Finally, the work presented in [70] shows how seamless handoffs can 

be realized in UMTS–WLAN integrated networks. 
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3.3 Criteria and comparison 

Table 3-1 gives a comparison of the analyzed schemes based on selected criteria. In the rest of 

this section these criteria are explained and every scheme is compared to each other based on 

them. Using this approach, a clear view of the advantages and disadvantages of each scheme is 

provided. 

3.3.1 OSI layer 

This criterion shows in which OSI layer is the solution to the fast secure handoff problem 

implemented. We only consider methods operating at either the network or application layer or 

both of them. When a protocol operates at the network layer, then it offers secure access to a 

different network even if the new network uses different link layer technology from the old one; 

                                                           

1
 The findings of this column cannot be used to compare the schemes because every scheme optimizes a 

differently configured network system. 
2
This scheme improves not only AAA related operations but other network parameters as well, like IP 

address assignment. 
3
 It could be used to any layer where authentication is required. 

4
 The authors mainly consider 802.11 link layer technology but argue that the same ideas could be applied 

to other cases. 
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Table 3-1: Secure handoff optimization schemes comparison (continued on next page) 
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this way the interconnection between heterogeneous networks is achieved. To put it in another 

way, it is possible to offer fast secure handoffs not only to multimedia services but to other 

applications as well. When a protocol operates at the application layer, then it is targeted at one 

application each time (in our case multimedia services offered by SIP) and this makes it possible 

to adapt better to the application’s needs. Some schemes operate to both layers offering a 

complete solution to fast secure handoffs. 

OIRPMSA combines authentication at network layer with authentication in application layer in 

order to provide optimized Mobile IP and SIP registration during handoff. MPA operates at the 

network layer and according to the authors it can be utilized in conjunction with any link layer 

and mobility management protocol. The Shadow Registration concept can be used to either 

layer, while nothing prevents it to operate to both layers in the case of multimedia services; 

                                                           

5
 AA: Authentication Agent, CA: Configuration Agent, AR: Access Router 

6
 SR: Shadow Registration, RSR: Region-based Shadow Registration, FHR: Frequent Handoff Region 

7
 The first time the handoff is considered reactive but subsequent handoffs are considered proactive. 
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protocol, SIP  

Mobile IP, 
SIP  

Depends on 
the 
implement-
ation 

low for 
SR and 
FHR, 
medium 
for RSR

6
 

√ 

AAA 
context 
transfer 

both 
Re-
active 

seamless Cellular IP  

Hierarchical 
Mobile IP, 
Cellular IP, 
SIP 

high high √ 

P2P 
context 
transfer 

both hybrid
7
 

not 
defined 

AAA 
protocol 

- 

Depends on 
the 
implement-
ation 

high √ 

Optimistic 
access 

both 
Re-
active 

not 
defined 

2
nd

 layer 
protocol 

- low high  

Table 3-1: (continued from previous page) Secure handoff optimization schemes comparison 



Secure mobile multimedia over all-IP wireless heterogeneous networks 

58 

moreover, two examples are provided, one for Mobile IP and the other for SIP registration. AAA 

context transfer operates either at network layer or at application layer or at both layers as well, 

and the testbed that the authors demonstrate uses Cellular IP and SIP protocols. Similarly, the 

P2P context transfer solution can be applied to any layer where fast re-authentication is 

required. The Optimistic access scheme is presented as an 802.11 technology solution. However 

the authors argue that it is also applicable to other technologies and it seems that it can be used 

to other OSI layers as well since it is rather a fast re-authentication method than a complete 

secure handoff scheme targeted specifically at one (specific) layer. 

3.3.2 Security 

In the security group some security related criteria are examined. The first one looks into 

whether each method uses public or secret key protocols to perform the necessary 

authentications. The next is mutual authentication which examines whether the authentication 

between the mobile terminal and the new access point is mutual or not. The privacy criterion 

checks if the actual identity of the mobile terminal is revealed to the new domain or not. The 

next criterion is about whether the new domain is able to claim the non-repudiation of the 

mobile terminal’s actions. The last security related criterion is about whether it is assumed that 

there are pre-established trust relationships between the home and the visiting domain or not. 

OIRPMSA, MPA, Shadow Registration and P2P context transfer do not dictate a special 

protocol neither the type of cryptography to be used, e.g. symmetric or asymmetric. By contrast, 

AAA context transfer, being based on specific technologies, uses the EAP-TLS protocol which is a 

public key protocol. Optimistic access, on the other hand, is based on shared key cryptography 

and keyed one way hash functions instead of public key signatures. 

OIRPMSA, Shadow Registration, P2P context transfer and Optimistic access schemes do not 

support mutual authentication between the mobile terminal and the new access point. The MPA 

scheme, although it does not define an authentication protocol, it mandates that the chosen one 

should provide mutual authentication. As AAA context transfer utilizes EAP-TLS as the 

authentication protocol, it is straightforward that it can support mutual authentication. 

The only protocol which supports privacy is Optimistic access. This protocol does not require 

any mobile terminal or user identity to be included into the exchanged messages. However, it 

does not specify what data are inserted into the credentials created by the access points and this 

is a possible breach of privacy. 

The only scheme which offers non-repudiation services is AAA context transfer. This is based 

on the authentication protocol used which is EAP-TLS. 

All the protocols except MPA assume that there exist pre-established trust relationships 

between the visiting and the home domain. The authors of the MPA scheme argue that their 

protocol works across different administrative domains based on trust relationships between 

the mobile terminal and each domain. 

3.3.3 Efficiency 

This group refers to criteria that examine the analyzed schemes in terms of efficiency. The first 

two are about roundtrips occurring during the handoff process and the total number of handoffs 

required by the scheme. The next criterion shows whether the credentials creation is performed 

on-the-fly, e.g. when the credentials are requested from the authentication server (this does not 

imply that the request is done during the handoff process), or are being pre-computed before 
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the actual request. Also, there is a performance improvement criterion which shows the 

percentage of performance improvement achieved by each scheme. Nevertheless, the methods 

discussed hereunder cannot be compared based on this criterion because every scheme 

concentrates on different specific network configuration which attempts to improve. 

OIRPMSA performs 3 roundtrips during the handoff process, which is also equal to the total 

number of roundtrips performed by this scheme. MPA needs a total of 6 roundtrips, while only 

the last of them is executed during the handoff. When Shadow Registration is exploited, 3 

roundtrips are performed in total, 1 of which is during handoff. The AAA context transfer has the 

minimum total number of roundtrips, requiring only 2, while 1 is entailed during the handoff 

process. In the case of P2P context transfer, the number of roundtrips during handoff is 1 when 

the previous SCC is known and 2 when is not. The total number of roundtrips is 1 and 3 

respectively; the latter applies because the new SCC must inform the home AAA server that is 

the current SCC. Optimistic access needs 3 roundtrips in total, 2 of which during handoff, in 

order to complete its aim. 

In OIRPMSA, MPA, Shadow Registration and Optimistic access schemes the creation of the 

credentials is done on-the-fly, whenever there is such a request from the AAA server. In AAA 

context transfer and P2P context transfer the credentials which are essential for the mobile 

terminal’s authentication are pre-computed and can be communicated to foreign AAA servers 

before they are requested. 

The authors of OIRPMSA provide a theoretical performance analysis on a system composed of 

Mobile IP, Diameter and Diameter SIP Application [63] protocols. This analysis showed an 

expected performance improvement between 18.2 % and 33.3 %. In the case of MPA, the results 

of a specific testbed are provided, which employs the following technologies: 802.11 as link layer 

technology, Protocol for Carrying Authentication for Network Access (PANA) protocol [72] for 

network access authentication, DHCP as the configuration protocol, SIP Mobility (SIP-M) [73] as 

the mobility management protocol, RTP/UDP [74] for carrying voice traffic and RAT (Robust 

Audio Tool) [75] as the media agent. This scheme does not only improve the delay imposed by 

AAA operations but other delays as well, such as these imposed from the configuration protocol 

which tend to be higher. This results to an improvement in the order of 85 % to 99.65 % for 

MPA. For Shadow Registration, while a theoretical analysis is given, the performance 

improvement is heavily related to the distance between the mobile terminal and the home 

domain, and thus is difficult to be estimated. When the home domain is very close to the visiting 

domain the improvement is near zero and increases as the distance between the domains is 

increasing; so a representative numerical value could not be given. A testbed has been 

implemented in the case of AAA context transfer using Cellular IP, SIP and EAP-TLS protocols, 

resulting in a performance improvement of 78.5% in the case of multimedia service re-

establishment, including both Cellular IP and SIP re-registrations, for an inter-domain handoff 

scenario. For P2P context transfer the analogy between performance improvement and domains 

distance applies as well; although a specific theoretical example shows an improvement of 35 % 

this value cannot be used as a general improvement indicator. Optimistic access is designed for 

link layer handoff optimization, so no specific value can be given here. 

3.3.4 Handoff types supported 

This group of criteria refers to what types of handoffs each scheme is able to support. The first 

criterion examines whether intra-domain or/and inter-domain handoffs are afforded. Inter-

domain handoffs tend to be most significant because this handoff type is the most expensive 

one in terms of delay. Next, it is examined whether the handoff each scheme supports is 
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proactive or reactive; when a handoff is proactive, the operation of the scheme starts before the 

handoff is actually needed and signaling is exchanged with the new access point before the 

mobile terminal connects to it; when a handoff is reactive, the scheme is initiated when the 

handoff is taking place and signaling with the new access point is done when the mobile terminal 

connects to it. In RFC 3753 [76], where mobility related terminology is listed, the following 

definitions are given for fast/smooth/seamless handover types: 

 Fast handover. A handover that aims primarily to minimize handover latency, with no 

explicit interest in packet loss. 

 Smooth handover. A handover that aims primarily to minimize packet loss, with no explicit 

concern for additional delays in packet forwarding. 

 Seamless handover. A handover in which there is no change in service capability, security, or 

quality. In practice, some degradation in service is to be expected. The definition of a 

seamless handover in the practical case should be that other protocols, applications, or end 

users do not detect any change in service capability, security or quality, which would have a 

bearing on their (normal) operation. As a consequence, what would be a seamless handover 

for one less demanding application, might not be equally seamless for another more 

demanding application. 

From the above definitions it seems that the most appropriate type of handoff for secure 

multimedia delivery is the seamless one. Smooth handoffs are more appropriate for file 

transfers, while fast handovers could be suitable for multimedia delivery with no security 

restrictions. 

The analysis showed that all methods are able to support both types when the distinction is 

made between intra-domain and inter-domain handoffs. While Optimistic access scheme does 

not explicitly deals with domains, these two types of handoff can be supported with careful 

selection of the security credentials and trust parameters. 

OIRPMSA is a reactive scheme, while MPA and Shadow Registration are considered proactive 

because the new access point has received signaling prior to the handoff initiation phase. AAA 

context transfer and Optimistic access methods support reactive handoffs. Finally, P2P context 

transfer is using a mix of the two types and is considered a hybrid solution. The first time the 

user makes a handoff, it is a reactive one, while the subsequent are proactive; when the user 

cannot find a security context in the path between the mobile terminal and the home domain 

then this is also considered a reactive handoff. 

MPA and AAA context transfer are designed with seamless handoffs in mind. The rest of the 

methods do not define the support of any special handoff type between fast/smooth/seamless 

types. 

3.3.5 Changes required 

This section describes the changes required for the deployment of each scheme. It is stressed 

that the number, the nature and (most important) the cost of modifications to existing systems 

required by a scheme for its deployment plays a crucial role in its adoption and the transition to 

it from existing solutions. 

OIRPMSA uses Diameter as AAA protocol and introduces the use of reserved flags of 

Diameter’s Mobile IP and SIP extensions. Another modification required by this method is the 

co-location of Mobile IP’s Foreign Agent with SIP Proxy into a FA/SIP Proxy and Mobile IP’s Home 

Agent with SIP Registrar into a HA/SIP Registrar. MPA requires the introduction of three 

functional elements to each network: (a) an Authentication Agent (AA) which is responsible for 
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pre-authentication, (b) a Configuration Agent (CA) which is used for secure delivery of IP address 

and other parameters to the mobile terminal (first part of pre-configuration) and (c) an Access 

Router (AR) which executes the rest of the pre-configuration phase. Shadow Registration 

necessitates the modification of existing messages of the AAA protocol in use; also, when SIP is 

used, a new SIP message introduced, namely the ANSWER message. AAA context transfer 

scheme requires modifications or adaptations to the Cellular IP protocol which can be 

summarized as follows: introduction of three new types of messages, modification of one 

existing message and a need for a context cache at each gateway. The changes mandated by P2P 

context transfer scheme relate with the AAA protocol; some AAA servers should also act as SCCs 

(Security Context Controllers) and these nodes should be capable of forming a secure Peer-to-

Peer network. Optimistic access scheme in its current form requires the modification of the link 

layer protocol in use; if it is to be used for network or application layer re-authentication then 

the respective protocols should be altered. 

3.3.6 Standards used 

This section summarizes the existing standards used by each scheme. The utilization of existing 

standards plays an important role in the commercial deployment of the proposed systems 

because it solves most problems causing incompatibilities of implementations between different 

vendors. 

OIRPMSA operates based on Mobile IP, Diameter and an extension of it, namely Diameter SIP 

application. MPA, P2P context transfer and Optimistic access are more generic approaches and 

are not based on specific standards. The standards used by Shadow Registration method are 

Mobile IP and SIP. AAA context transfer uses Hierarchical Mobile IP, Cellular IP and SIP in its 

deployment. 

3.3.7 Battery consumption 

This criterion is concerned with the level of power consumption which is very important in 

wireless networks where the mobile terminals work on batteries and therefore have limited 

power reserves. The criteria with which battery consumption is related are mainly the number of 

roundtrips and the type of cryptography used; asymmetric cryptography tends to be very 

expensive in terms of power consumption for mobile devices in contrast to symmetric 

cryptography.  

OIRPMSA, MPA, Shadow Registration and P2P context transfer schemes do not clarify what 

type of cryptography will be used for the re-authentication of the mobile terminal, thus the cost 

in battery consumption is highly depended on the chosen implementation. AAA context transfer 

is considered a high demanding scheme because it uses EAP-TLS as authentication protocol, 

whereas Optimistic access with the use of only symmetric cryptography and one way hash 

functions is regarded a rather low consumption solution. 

3.3.8 Scalability 

The level of scalability shows how well is the scheme adapted when the number of networks, 

network elements and subscribers is increasing. It shows how dynamic is the system considering 

such changes and its possibility to be deployed in a large scale. 

OIRPMSA is perceived to be a low scalability solution mainly because it requires the co-

location of Mobile IP and SIP servers. More specifically, it imposes the co-location of Mobile IP’s 
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Foreign Agent (FA) with a SIP Proxy into a single FA/SIP Proxy and the co-location of Mobile IP’s 

Home Agent (HA) with a SIP Registrar into a single HA/SIP Registrar node. This could end up to a 

performance penalty when the number of serving mobile terminals is high. MPA is a scheme 

with moderate scalability; this arises from the resource demanding nature of this method. When 

a mobile terminal is about to handoff the procedures of pre-authentication and pre-

configuration engage a considerable portion of resources, especially when the request rate is 

high, which may never be used if the handoff will not take place. In the Shadow Registration 

case a distinction is made between the three analyzed variations, namely Shadow Registration 

(SR), Region-based Shadow Registration (RSR) and Frequent Handoff Region (FHR). SR is 

considered a low scalability solution because of the excessive signaling during the registration 

phase, problem which is partially solved by RSR which in turn is considered a medium scalability 

method. Finally, FHR is a low scalability scheme because it needs the manual collection of 

information each time new access points are deployed. AAA context transfer, P2P context 

transfer and Optimistic access manage to keep the level of signaling rather low, resulting in high 

to moderate scalability. This must be proved thought considering either a real deployment or a 

wide scale simulation.  

3.3.9 4G ready 

According to the 4G vision, future wireless heterogeneous networks will converge into an all-IP 

platform. This criterion designates whether the schemes in question are ready to support 4G 

networks. 

From the analysis of each scheme it is obvious that all schemes except Optimistic access are 

ready to support the fourth generation of wireless networks. Optimistic access is not included in 

the 4G capable schemes list because it operates in the link layer; if, however, the ideas 

presented by its authors were adapted to higher layers then it could be considered a 4G capable 

solution. 

3.4 Summary 

It is envisioned that future wireless networks will converge to an all-IP platform offering more 

bandwidth consuming services at higher speeds. In such an environment the security of 

multimedia services, being a demanding class of applications, without perceived degradation by 

the user is a very challenging issue. The realization of this objective includes the cooperation of 

mobility management schemes with AAA protocols for the secure and uninterrupted multimedia 

services provision. 

In this chapter an overview of the current most representative secure handoff optimization 

schemes trying to achieve the aforementioned goals was given. Each scheme was briefly 

presented and some comments were provided where this was considered purposeful. Finally, a 

comparison of the schemes was conducted and the criteria of this comparison were further 

analyzed and explained. The purpose of this chapter is to mark each scheme’s advantages and 

disadvantages utilizing not only qualitative but quantitative criteria where this was possible. This 

way, it can be used as a basis for the evaluation of new proposed schemes and as a reference for 

the properties a secure handoff scheme should posses. 

The final conclusion of this review is that there are a number of solutions that can operate 

successfully in heterogeneous environments and in different contexts. The choice of the right 

scheme depends on the specific requirements that should be met and the comparison table can 

be of great help in that. However, the observation of the comparison table also reveals that 



Doctoral Thesis 

63 

privacy is not protected effectively in any of the presented schemes; although “Optimistic 

access” scheme does not dictate the transmission of user identities, it does not describe any 

specific mechanism that can assure the privacy of end users. 
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Chapter 4 -  Privacy preserving secure handoff 

optimization schemes 

The advances in wireless communication technologies towards 4G networks and the wide use 

of mobile devices have enabled users to communicate with each other and receive a wide range 

of mobile wireless services through various types of access networks and systems everywhere, 

anytime. For example, with the rapid proliferation of IEEE 802.11 based networks, it is obvious 

that mobile users will want to take advantage of the high speeds and low cost that they offer. 

However, this does not mean that they will be willing to give up the broad coverage of the 

mobile networks. It is envisioned that in the near future mobile users will be able to use these 

two types of wireless networks in parallel. In order to have fast, secure handovers a number of 

methods have been proposed and the previous chapter provides a survey as well as a 

comparison of these methods. As discussed in [5], while these methods do succeed in 

minimizing the disruption caused by security related delays, it seems that they do not take into 

consideration the protection of the end users’ privacy at all. 

It is true that a lot of work has been done in privacy and more specifically in location privacy; 

however, there is no previous work in the literature preserving location privacy in methods 

offering fast secure handovers in all-IP based networks. In this chapter the Context Transfer 

solution is discussed; the privacy issues arising from the employment of the Context Transfer 

Protocol (CTP) [77] are highlighted and two schemes are proposed towards solving these 

problems. In the first one the MN is responsible for the transmission of its own context, while in 

the second the HD acts as a proxy between the previous and the new administrative domain. 

These two schemes are further extended based on the observation that the NAI [78] is a suitable 

type of identity for networks that span across multiple administration domains. Since this applies 

here temporary NAIs are used as context’s identity in order to increase the level of user’s 

privacy. The result of this work is that the decision for user’s identity and location disclosure is 

no longer left to the good will and intensions of the visiting networks and the user is not forced 

to trust the foreign domains but only his home domain with which he has signed a contract. 

4.1 Context Transfer Protocol 

One of the most promising methods for seamless handover is the concept of context transfer. 

This is based on the work done by the SEAMOBY Working Group [79] which led to several RFCs, 

among them to RFC 4067 [77]. The latter describes the CTP. The idea behind context transfer is 

that when a MN handovers to a new access router (nAR), the uninterruptible continuation of the 

established services is not always possible, especially when the nAR is in a different 

administrative domain. In such a case, prior to the services re-establishment, the MN must 

authenticate to the new domain and re-authenticate to the services it already receives using an 

Authentication, Authorization and Accounting (AAA) protocol. To avoid excessive signaling and 

possible delays, the CTP is exercised as follows: the required information for each service can be 

stored in a Context Transfer Block (CTB) as illustrated in Figure 4-1. This information can be 

parameters for the quick re-establishment of services like multimedia or AAA transactions 

without the need to re-negotiate them. When the MN is receiving more than one service, the 

resulting CTBs can be bundled into a single Context Transfer (CT) packet and transferred to the 
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nAR as described hereunder. This way the nAR can handle the handover process more quickly 

and efficiently, allowing the MN to experience a seamless handover. 

 

Figure 4-1: Context data blocks bundled into a context transfer packet 

The standard way to achieve the desired functionality is to transfer the context between layer 

3 entities at the edge of the network (ARs). This can be done in two ways: proactively or 

reactively. In the proactive scenario, the previous AR (pAR) sends the context to the nAR without 

the nAR asking for it. In the reactive scenario the nAR requests the context from the pAR. In any 

case, the handover decision is controlled either by the MN or the network (represented by the 

pAR, when the initiator of the handover is the previous visiting network, and the nAR, when the 

initiator is the new visiting network). 

In Figure 4-2 an example of a context transfer procedure between layer 3 entities is 

illustrated. The pAR and nAR belong to two different administrative domains and the MN is 

moving from position P1 to P2, which are covered by access points AP1 and AP2 respectively, 

while in use of a demanding service, for example a multimedia session. The context transfer 

takes place between the two ARs and the only possible role the MN can play to the protocol is to 

initiate the transfer. 
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Figure 4-2: The standard way of Context Transfer between ARs 

4.2 Network Access Identifier 

When dealing with multi-domain models, there should be a way to distinguish not only the users 

but also the domain they originate from. This is very important for servers that are responsible 

for services like authentication and accounting in order to route the messages appropriately. In 

such cases, the NAI is used, which is similar to an e-mail address and is composed of two parts: 

the user identifier and the domain identifier separated by the “@” symbol, e.g. 

user_id@domain_id. When the domain_id is the local domain or no domain_id exists in the NAI, 

then the request is processed locally. When the domain_id refers to another domain (the home 

domain of the user), the request is routed to the correspondent domain; then the home domain 

can make an AAA decision based on the user_id. 

4.3 The problem: Privacy issues in context transfer protocol 

The way the CTP operates, as defined in RFC 4067, arises some privacy issues. These issues 

concern primarily the end user and more specifically his location and movement between 

different administrative domains. While a CTP assisted handover allows for seamless service 

delivery to mobile users, it seems that it comes with a cost in their location privacy. 

The first observation has to do with the inner workings of the protocol itself. Every time a 

handover occurs, the pAR uses the CTP to send various context data blocks to the nAR. That is, 

for every handover the pAR and the nAR know where the user came from and where he is going. 

When these two ARs belong to the same administrative domain there are not many things that 

can be done to prevent the administrative domain from being aware of the movement of a 

single MN inside its own network. However, when the two ARs belong to different 

administrative domains there is no reason for the pAR to know which the nAR is and the 
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opposite. To sum up, with the use of the CTP for seamless handovers, every administrative 

domain is aware of the previous and the next administrative domain of the MN, without 

excluding itself. This means that every domain can track a part of the user’s movement. 

Continuing from the last conclusion, the user’s movement can be completely tracked, given 

that some administrative domains collude. Note that this does not imply that all administrative 

domains in the path of the user movement are required to collude for such an attack, but every 

second domain in that path. 

Another aspect of the location privacy problem when the CTP is in place is the type of the 

identifier used by the user/MN during the protocol negotiation to authenticate to the new 

administrative domain. The utilization of a static identifier like a globally used username of the 

user simplifies the work of a malicious passive observer. An obvious choice for all-IP networks 

that belong to different administrative domains is the use of a NAI. However, in the case that the 

administrative domains collude, they can track the whole movement of the user only by the 

observation of the use of this static NAI. Furthermore, even when administrative domains do not 

collude there can be a location privacy breach, since every single domain can recognize an old 

user that returns to it. It is thus, more than obvious, that systems’ logistic files can be anytime 

processed to disclose information about the whole history of movements of a specific user. 

4.4 Scheme I 

The first scheme [6][7], protects the location privacy of users roaming between different 

administrative domains utilizing the CTP. Our solution is twofold and it is proposed that: 

 the context should be submitted by the MN, and  

 there should be a frequent NAI change. 

The basic idea behind this scheme is that the user’s sensitive information should only be 

known to the user himself and his home domain and no-one else, including the visiting domains. 

This is very important since the user has agreed and signed only one subscription contract; with 

his home domain. What this solution tries to succeed is to transfer the responsibility and 

supervision for user’s privacy to his home domain; all the other domains only know and trust the 

home domain of every user that visits them. 

4.4.1 Mobile Node Submitted Context 

As it is stated in RFC 4067, the context is transferred between layer-3 entities from the old 

network domain to the new network domain. This way, a part of the MN user’s route can be 

tracked. As already stated this is the case of a single domain tracking the movement of the user; 

if domains collude, then the full movement of the user can be tracked simply by using the 

information revealed by the CTP. 

One possible solution to avoid such problems is to have the MN submitting its own context to 

the network it is moving to. The complete abstract protocol steps are as follows: 

1. The MN establishes a secure session with the AR of the new domain. This secure session 

must have the following properties: a) it must be encrypted and b) the AR must be 

authenticated to the MN. 

2. The MN sends the context over the previously established protected channel. 

3. The AR authenticates the MN and re-establishes the services based on the context. It is also 

assumed that the current domain has established some kind of trust relationships 

beforehand with the home domain. This way the authentication is processed locally based 
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on an authentication token located in the context, which is digitally signed by the home 

domain. 

The above procedure is the equivalent of a PEAP [80] or an EAP-TTLS [81] authentication and 

key establishment method using the context as user authentication means. The first phase of the 

PEAP or EAP-TTLS method is followed as is, e.g. a secure session is established with the use of 

the digital certificate of the AR. In the second stage the authentication of the user is taking place 

with the utilization of the credentials contained in the context. The key establishment phase 

could also be benefited by the context transfer since the context can contain security 

parameters i.e. cryptographic keys, supported suites, tokens, etc.  

The proposed method can be used in either a reactive or proactive scenario. In cases where a 

high QoS must be preserved, the aforementioned procedure could be executed proactively, that 

is before the MN actually moves to the new administrative domain. This situation is comparable 

to the pre-authentication procedure exercised in IEEE 802.11 or 802.16 networks. 

An example of a context transmitted by the MN is shown in Figure 4-3. The scenario is the 

same as in Section 4.1. When the MN moves towards P2 the handover procedure starts. The MN 

establishes a secure channel with the nAR and through this channel transfers the context. As it 

can be easily noticed, the ARs do not play any role in the context transfer procedure and there is 

no communication between them. Also, they are not aware of each other in any way. 

 

Figure 4-3: MN submitted context 

4.4.2 Frequent NAI Change 

As it has already been analyzed above, one way to identify the users is the use of NAI. Of course, 

the NAI can also be utilized in conjunction with the CTP. When the NAI concept is employed in 

the proposed way (MN submits the context) then the current domain or some colluding domains 
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still can track the location of the user simply by observing the transmission of NAIs. More 

specifically, the current domain can always be aware when a single user was present in its 

network or when a user returns to it; when the domains collude, things get worse since they can 

observe the exact route of a single user. 

The solution is based on the use of temporary NAIs and the frequent change of them: 

 The home domain is the only one that has the correspondence between the true identity of 

the user and the NAI assigned to him. 

 When a context is created for the user, it contains a temporary NAI. This temporary NAI uses 

as user_id a random unused string, which the home domain connects with the true identity 

of the user, and as domain_id the assigned domain_id. Each temporary user_id is used once 

for every single domain by one user at a time. When the user handovers to another domain 

(either new or previously visited) he must use a different user_id. The reuse of a temporary 

user_id by another user is not forbidden since the home domain is also aware of the date 

and time each user is using it. Therefore, the only sensitive information about the user that 

is revealed to foreign domains is the home domain of the user. 

 After the completion of the handover of the MN to a new domain, the MN is using a secure 

channel (like a TTLS session) to contact its home domain and obtain a new temporary NAI. 

This way, when the user returns to a previous visited domain, the domain cannot recognize 

him. 

Even if the correspondence between the true identity of the user and his NAI or any 

temporary NAI is revealed by accident or other reason, the user’s past routes cannot be revealed 

without the help of his home domain.  

The obvious drawback of this method is the increase in the signaling between the domains. 

However, this is done after the completion of the handover and therefore has no real effect in 

the QoS perceived by the user during the handover. 

In Figure 4-4 a message sequence diagram of the first proposed scheme is presented. The MN 

has an existing session with the pAR; when it wants to handover to the nAR it first establishes 

(proactively or reactively) a secure session with it. Then, through this secure session, it transfers 

the context that will allow the MN to authenticate, establish session keys and re-establish the 

services it already uses. When the handover procedure is finished and the new session has been 

established, the MN should contact its home domain in order to obtain some new credentials 

(for example a new temporary NAI) that will be used in its next handover. 
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Figure 4-4: Message sequence of scheme I 

4.5 Scheme II 

The second proposed scheme [7][8] protects the location privacy of users who roam between 

different administrative domains using the CTP for more demanding services than the 

abovementioned ones. Again, this solution has two main points:  

 the context is transferred through the Home Domain (HD), and  

 there is a frequent NAI change as well. 

The basic idea shown in the first scheme still holds here; that is the user’s sensitive 

information should only be known to the user himself and his home domain and no-one else, 

including the visiting domains. 

In this scheme the HD acts as a proxy between the pAR and the nAR executing the context 

transfer prior to the MN’s movement to the new domain in order to protect the privacy of the 

MN’s user. Here the frequent NAI change is tightly bundled with the context submission 

procedure. The complete abstract protocol steps are as follows: 

1. The MN realizes that it is about to handover to a new AR that belongs to a different 

administrative domain from the current one. Thereby, it establishes a secure session with its 

HD and requests from it to execute a context transfer to the new administrative domain on 

behalf of the MN. This request contains the current temporary NAI of the MN. 

2. The HD requests the context of the MN from the pAR using the MN’s current temporary NAI. 

3. The HD changes the temporary NAI in the context and forwards the context to the nAR. 

4. The HD uses the established secure session with the MN and forwards the new temporary 

NAI to it. 

5. The MN handovers to the nAR using its new temporary NAI. 

6. The nAR authenticates the MN and re-establishes other services based on the context. It is 

also assumed that the current domain has established some kind of trust relationships 
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beforehand with the HD. This way the authentication is processed locally based on an 

authentication token located in the context, which is digitally signed by the HD. 

The proposed method is clearly a case of a proactive scenario where the context transfer 

takes place before the MN actually handovers to the new domain. 

The procedure of creating and using temporary NAIs is similar to that described in the first 

scheme. It must be noted here that as long as the MN is located at the area covered by the pAR 

it uses its current temporary NAI and only when it moves to the nAR it uses its newly assigned 

temporary NAI.  

An example of a context transmitted by the MN is shown in Figure 4-5. The scenario is the 

same as in Section 4.1. When the MN moves towards P2 the handover procedure starts. The MN 

establishes a secure channel with the HD and requests from it to transfer the MN’s context from 

the pAR to the nAR. As it is illustrated in Figure 4-5, the HD first retrieves the context from the 

pAR (step 1), it makes the necessary modifications to it and then forwards it to the nAR (step 2). 

When the context transfer is completed, the HD sends the MN its new temporary NAI. The 

protocol is finished when the MN handovers to the nAR. As in the first scheme, the ARs do not 

play any role in the context transfer procedure and there is no communication between them; 

therefore, they are not aware of each other in any way. 

 

Figure 4-5: HD submitted context 

This scheme makes a tradeoff between the privacy of the user and the increased signaling 

among the administrative domains. Nevertheless, such a cost would be acceptable in cases 

where the privacy of the user is a priority. 

Figure 4-6 illustrates a message sequence diagram of the second scheme. At first the MN has 

an existing session with the pAR. When the MN decides to handover to the nAR it first 

establishes a secure session with its HD. Using this secure session, the MN requests from the HD 

to perform the context transfer acting as a proxy. The HD retrieves the context from the pAR 



Doctoral Thesis 

73 

(step 1), replaces the current temporary NAI with the new one and forwards the new context to 

the nAR (step 2). Through the previously established secure session the HD also forwards the 

new temporary NAI to the MN. After these steps the MN can handover to the new domain using 

the current (active) context.  

 

Figure 4-6: Message sequence of scheme II 

4.6 Discussion 

This section provides some points concerning the deployment of the aforementioned protocols. 

From the trust requirements point of view, the proposed solutions have some prerequisites that 

are analogous to those of CTP. More specifically, CTP requires that trust relationships exist 

among the ARs and between the MN and each of the ARs (pAR and nAR). Here, each AR should 

have trust relationships with the home domain of the roaming MN; since the MN also has trust 

relationships with its home domain, new trust relationships between the MN and each AR can 

be established on-the-fly.  

An important factor concerning the wide deployment of a protocol is the number of changes 

required in the already installed infrastructure. Taken into account the situation as it is today, 

the two proposed schemes require a reasonable number of such changes which are comparable 

to those required for the deployment of the CTP. More specifically, in CTP the ARs should be 

able to transfer the context among them and interpret the contents of the context; the MN 

should also implement the CTP in order to be able to request the transfer of the context. In the 

proposed schemes the ARs should only be able to interpret the contents of the context. Also, in 

the first scheme the MN should be able to handle the context which it possesses according to 

the proposed protocol, while in the second scheme the HD should be able to play the role of a 

proxy between the previous and the new domain. 
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Another point of consideration that applies only to the first scheme is the protection of the 

context itself. Since in the proposed protocol the context is carried by the MN, actions must be 

taken so that the context cannot be altered by the user unnoticed. This implies that there should 

be a kind of digital signature in place ensuring the integrity of the transmitted context. The 

encryption of the context while stored in the MN is not a strict requirement since the 

information contained in it is already known to the user. However, having in mind that the MN is 

a portable device and thus it is easy to get lost or stolen, some care to prevent tampering, 

unauthorized use, or fraud could be taken. The second scheme does not suffer from such a 

threat since the HD communicates with other domains through secure channels (e.g. usually 

IPSec or TLS). 

A brief comparison of the two proposed schemes would lead to the conclusion that each one 

is suitable for different types of applications. The first scheme poses a small amount of load to 

the HD while at the same time takes longer to handover to a new administrative domain. This 

makes it more suitable to applications with less strict demands or applications that can tolerate 

longer delays during the handover procedure. The second scheme requires the exchange of 

more messages but it is expected to have better performance during the handover. Therefore 

the second scheme will be more useful towards seamless handovers for demanding applications 

like multimedia delivery. 

One final remark about the context is its expiration. The time interval of expiration should be 

neither too large, containing expired information, nor too small, causing excessive signaling 

among the administrative domains. What is obvious for both schemes is that when the MN 

moves to a new domain the context is renewed since a new temporary NAI is requested. In any 

case, the expiration interval can be set by the network administrators and the current point of 

attachment (some AR) of the MN can warn it that its context has expired or is about to expire. 

4.7 Summary 

In this chapter the privacy issues when using the CTP which is currently employed by the state of 

the art methods for seamless secure handovers between different administrative domains have 

been presented. In addition to this, two novel schemes that preserve user’s location privacy 

were proposed. The standard way the protocol behaves arises some privacy issues and the two 

proposed alternative protocols alleviate these problems. Moreover, as it has been discussed, the 

proposed use of the context in conjunction with a NAI can further enhance user’s privacy. 
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Chapter 5 -  Survey of SIP privacy solutions 

Multimedia is an application class with great importance in today’s networks no matter 

whether these are wired or wireless. In fact, it is important that multimedia delivery is based on 

interoperable protocols so that converged (and possibly heterogeneous) networks can offer 

uninterrupted services. It is expected that the next generation of wireless networks, namely 4G, 

will be based on IP, realizing an all-IP architecture. It is obvious at this point that such IP based 

networks will be fully compliant with wired networks and the Internet with no need for 

gateways or other translation means. In such an environment the multimedia deliverance will be 

possible even when users move or change between networks with different access layer 

technologies. 

One of the most important protocols supporting multimedia services is Session Initiation 

Protocol (SIP) [49]. SIP is an application layer control signaling protocol responsible for the 

creation, modification and termination of multimedia sessions. One of the facts that show the 

significance of SIP is that 3GPP consortium [82] chose it to be the multimedia management 

protocol of 3G networks multimedia subsystem (IP Multimedia Subsystem - IMS). Since SIP is an 

application layer protocol, it can transparently operate over any type of network; furthermore, it 

also has the ability to support application layer handovers when a lower layer handover occurs 

[73]. 

SIP has been a protocol which has received extensive attention and part of the research has 

shown that it suffers from security issues [83] some of which have already been solved [83][84]. 

Here the focus is on privacy and more specifically on the protection of user IDs that normally are 

publicly available to anyone who has access on the underlying network. While there are some 

solutions for protecting the privacy of end users, these are not adequate in certain 

environments. 

This chapter starts by analyzing the ID privacy issues of SIP in detail. Next a number of ID 

privacy levels are defined which will help in the comparison of different methods that can offer 

privacy services to SIP. These methods are analyzed and compared based on certain criteria 

which are also presented and analyzed in the remainder of the chapter. Finally, a comparison 

table is provided summarizing the comparison, followed by a discussion on the comparison 

findings. 

5.1 Problem statement 

In this section a generalized SIP architecture which spans across many different administrative 

domains and the identity privacy issues that arise from it are presented. This analysis is so 

general that applies to either wired or wireless scenarios or a mix of them.  

In Figure 5-1, O’Brien uses a fixed terminal residing in miniluv domain and Smith uses a mobile 

terminal. Smith’s Home Domain is minitrue but at the moment he roams to a different domain, 

minipax, and wants to contact O’Brien. If Smith’s terminal is not aware of its Home SIP Proxy’s IP 

address then a possibility is that other Proxies (like Local outbound Proxy) intervene between 

Smith and minitrue.org as well as between minitrue.org and miniluv.org. Most of the times these 

SIP Proxies are unknown to Smith and cannot be considered trusted; moreover, Smith has no 

means to control which Proxies his messages will travel through. Such messages, which are 

known as SIP messages, contain among other information SIP URIs. A SIP URI is a URI similar to 
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an e-mail address which contains a user ID and a domain name separated by the “@” symbol, 

for example smith@minitrue.org, “smith” being the user ID and “minitrue.org” the domain 

name. In our example, minipax is not Smith’s Home Domain, but if Smith is to use its services he 

must have some kind of agreement with it and thus trust it to some extent. However, the 

credentials used in this domain can be different than those used in his Home Domain which is 

minitrue. A probable requirement here could be that Smith wishes that each set of credentials is 

available only to the corresponding domain and not to anyone else. Considering ID privacy, SIP 

cannot protect users’ IDs since they are transmitted in the clear while other methods that have 

been proposed so far and are presented in subsequent sections prove to be inadequate in 

certain occasions. What is really needed is a solution that selectively makes Smith’s ID known 

only to entitled trusted entities, while hiding it from untrusted ones.  

 

Figure 5-1: Multidomain SIP architecture 

Considering the previous example the information that is revealed to third parties is that a 

user from minitrue.org domain has a conversation with O’Brien from miniluv.org. In a second 

example, a more effective, in terms of privacy, scheme could also protect O’Brien’s ID so that the 

only information available to third parties would be that a user from minitrue.org has some sort 

of communication with a user from miniluv.org. 
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In order to demonstrate the SIP ID privacy issue more clearly we examine the headers of a SIP 

message used for placing a call, e.g. an INVITE sent from Smith to O’Brien (other SIP messages 

have similar headers): 

 

INVITE sip:obrien@miniluv.org SIP/2.0 

Via: SIP/2.0/UDP 195.251.161.144:5060; branch=z9hG4bK74b43 

Max-Forwards: 70 

From: Smith <sip:smith@minitrue.org>; tag=9fxced76sl 

To: O’Brien <sip:obrien@miniluv.org> 

Call-ID: 3848276298220188511@minitrue.org 

CSeq: 1 INVITE 

Contact: <sip:smith@minitrue.org> 

Content-Type: application/sdp 

Content-Length: 151 

 

As it can easily be seen in the above message, particular headers reveal private information 

about the two communicating parties. The headers that reveal information about the caller and 

the callee are:  

 The first line of the message contains a Request-URI which reveals the callee’s ID 

 <Via> header reveals the caller’s host IP address, 

 <From> reveals the caller’s SIP URI (which is composed from the user’s ID followed by his 

Home Domain name)  

 <To> reveals the callee’s SIP URI  

 <Call-ID> reveals the domain where the caller belongs (in this case minitrue.org) and 

 <Contact> reveals where the caller can be contacted so that the two parties can establish a 

peer-to-peer connection (the value of this field can be either a SIP URI or simply an IP 

address). 

There are a number of malicious acts associated with the lack of user ID privacy. The first and 

more obvious one is that everybody can have access to information regarding who is 

communicating with whom. If this information is systematically gathered then a certain user can 

be profiled, based on VoIP calls and other multimedia usage. When SIP URIs are made available 

then a possible attack is also Spam over IP Telephony or SPIT [90] which is similar to e-mail 

spam. Another consideration is that the movement of a specific user can be tracked by observing 

the transmitted IDs. This can happen when a mobile user handovers between different networks 

and transmits his ID in order to transfer the existing session to the new network. This can also be 

the case when session mobility is supported and a certain user continues using a session but 

changes between different devices, either mobile or not. 

5.2 Privacy levels 

Before describing related work on SIP ID privacy a definition of different levels of ID privacy is 

provided [9]. The distinction is based on who has access to the real ID of either the caller or the 

callee or both. These privacy levels are defined based on a number of criteria which are shown 

below in order of importance: 

1. The Domains and the callee are considered more trustworthy than other third parties. 

2. All Domains engaged are considered more trustworthy than the callee. 

3. The Home Domain is considered more trustworthy than other Domains. 

4. The ID of some user must be available to as less entities (other than himself) as possible. 



Secure mobile multimedia over all-IP wireless heterogeneous networks 

78 

The resulting privacy levels are the following starting from no privacy at all: 

Level 1: The ID of some user is available to everyone. 

Level 2: The ID of some user is available to himself, the user at the other end of the call and all 

the Proxies of all domains  in the call path. 

Level 3: The ID of some user is available to himself, the user at the other end of the call and their 

Home Domains. 

Level 4: The ID of some user is available to himself, his Home Domain and the user at the other 

end of the call. 

Level 5: The ID of some user is available to himself and the user at the other end of the call. 

Level 6: The ID of some user is only available to himself and his Home Domain. 

Level 7: Only the owner of the ID has access to it. 

5.3 Proposed solutions 

The issue of privacy protection is not completely ignored in SIP and this is proved by the fact that 

[49] includes certain mechanisms that can assist a user in protecting his privacy. These 

mechanisms can be separated to cryptography based ones which are S/MIME [85], SIPS URI/TLS 

and IPsec, and the non cryptographic solution of “Anonymous” URI. A different approach is the 

extension of the basic SIP protocol which led to the solution presented in [86] which will be 

referred here as “Privacy Mechanism for SIP”. This is in fact a general purpose privacy 

mechanism which has also been used in [87] adapted to the specific needs arose there. In the 

following these solutions are presented in more detail, while more focus is given on how each 

solution can be utilized to protect end users’ IDs. 

5.3.1 S/MIME 

SIP messages consist of two parts: the header and the body. The body part is nothing more than 

a MIME body so an obvious solution to protect it is by using the standard way which is S/MIME. 

Although this may seem out of scope, given that here the focus is on protecting specific SIP 

headers, S/MIME in the context of SIP can be used to cryptographically protect SIP headers. 

S/MIME protects the confidentiality of SIP headers and bodies using digital certificates. In 

order to protect the privacy of end users S/MIME can encapsulate SIP messages into MIME 

bodies and encrypt them properly. The encapsulated message can contain the real ID of the 

caller while the “outer” message contains a <From> header of the form: 

“sip:anonymous@anonymizer.invalid”. When the called party receives the message, he decrypts 

the body to find the ID of the caller. What must be noted here is that the ID of the callee cannot 

be anonymized using the same mechanism since the intermediate SIP Proxies do not have access 

to the plain MIME body and an anonymous <To> field would made them unable to route the 

message to the intended recipient. 

Although S/MIME can seem as a promising solution there are some obvious weaknesses. First 

of all the receiver of messages must somehow be aware of the identity of the sender a priori, in 

order to find the appropriate certificate to decrypt the message body. Another privacy weakness 

is that the receiver knows the ID of the sender, while the receiver’s ID is not protected from 

third parties. Finally, there is no way to hide the IP addresses of the communicating parties, 

something that also holds for all subsequent methods. 
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5.3.2 SIPS URI/TLS 

It is possible for end users to request that their messages along the whole path to their 

destination are transported with the use of TLS protocol in order to ensure their privacy 

protection. This is accomplished with the use of “sips:” instead of “sip:” in a typical SIP URI. 

While a SIP message having a <To> header of the form: “sip:obrien@miniluv.org” will be visible 

by anyone, its security enhanced equivalent “sips:obrien@miniluv.org” will request all 

intermediaries to use TLS in a hop-by-hop manner until the specified domain is reached. After 

that, the message is handled according to the local security and routing policy. 

This approach also presents some worth noting issues. If SIPS URI scheme is selected, then the 

use of TLS implies the use of TCP as a transport means, while the preferred transport protocol 

for SIP is UDP. While there is also the solution of DTLS [88], which is the equivalent of TLS using 

UDP as transport mechanism, it is a scheme that was proposed later than SIP so it is not included 

in [49]. The main drawback of SIPS URI however is that there is no guaranteed end-to-end 

protection. While TLS can be used in each hop-by-hop connection, it is not possible to dictate or 

even be informed somehow that it will be used in every intermediate connection. This can result 

in two possible attacks; the first one is a downgrade attack, where some intermediate proxy just 

does not use TLS or replaces “sips:” scheme with “sip:”. In the second attack the caller uses plain 

“sip:” scheme and some intermediate proxy modifies it to a SIPS URI so that the recipient of the 

message believes that their communication is TLS protected. 

5.3.3 IPsec 

For the purposes of SIP, IPsec can be used in a hop-by-hop fashion protecting the data 

transmitted between two hosts at the network level. The main difference between IPsec and 

SIPS URI/TLS in the context of SIP is the transparency offered by IPsec to SIP User Agents (UAs). 

As it is stated in [49], IPsec will be more suitable in cases where the communicating hosts have 

already established a trust relationship with one another as opposed to SIPS URI scheme. 

What holds for end-to-end protection in SIPS URI also applies here; it is not guaranteed. This is 

because there is neither an available mechanism to impose the use of IPsec in all intermediate 

hosts nor a way for communicating parties to be aware of whether this actually happened or 

not. 

5.3.4 Anonymous URI 

Another approach proposed in [49] for the protection of caller’s ID is the use of an Anonymous 

URI in the <From> field. This URI has meaningless values and it is of the form: 

“sip:anonymous@anonymous.invalid”. It must be noted here that this Anonymous URI is 

inserted into the <From> field by the UA itself which means that the SIP Proxy can never have 

access to the real URI. 

The drawback of this solution is that it cannot support UA authentication since no ID is 

transmitted. A possible workaround could be a UA device shared among many end users. This 

device will own a specific pair of username and password for authentication purposes which will 

be the same for all users; however such a solution creates other important security issues like 

repudiation of actions. 
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5.3.5 Privacy mechanism for SIP 

The scheme described in [86] is an extension of the basic SIP protocol and defines two ways for 

the protection of end user’s privacy: user and network provided privacy. The end user can 

choose between these two or utilize both at the same time. When the UA chooses user provided 

privacy, it populates certain SIP headers with meaningless values, for example <From> field with 

an Anonymous URI. When network provided privacy is selected an intermediate node is assigned 

a new logical role for offering anonymization services to UAs while at the same time is 

responsible for directing messages from and to the anonymous user as a normal SIP Proxy. In 

order to enable UAs to request such services a new SIP header is introduced, namely “Privacy-

hdr”, which takes the following values: header, session, user, none and critical. With the use of 

one or more of these values the users can ask the network to: obscure headers that cannot be 

altered without the assistance of an intermediate, for example <Via> and <Contact>, provide 

anonymization services for the session initiated by the message, cancel any default privacy 

preferences or mark the criticality of the request for privacy. The recommended way for the UA 

to communicate with the privacy service provider is by using network or transport layer security 

protocols. 

This mechanism has also been adapted to fit certain requirements in [87]. In this version the 

user sends a SIP message through a trusted set of Proxies revealing his true ID. When the 

message is about to leave this trusted domain, the last Proxy withholds the true ID of the user. 

Similarly to the initial scheme the last Proxy must keep state information in order to route back 

the responses. 

A shortcoming of this method is that the node offering privacy services must keep a significant 

amount of state information in order to complete the proper routing of the messages. Another 

issue is that this node can potentially be a single point of failure if replication is not used. When 

user provided privacy alone is chosen then what applies for the “Anonymous URI” solution also 

applies here. The authors of this method have chosen not to consider any privacy considerations 

arose by the use of authentication mechanisms like Digest authentication. However, a username 

used in such a method could possibly reveal private information about the end user. 

5.4 Criteria of comparison 

In the following sections the solutions presented above will be compared to each other. Here 

the criteria used for this comparison are analyzed and in later sections the response of each 

scheme to these criteria will be presented. Finally a table of comparison will be provided 

summarizing all the information from the analysis that follows. 

5.4.1 Cryptography 

By this criterion it is examined the use of cryptography for the purposes of each solution. Some 

schemes are based on cryptography to keep personal information private while others use other 

means. A direct implication is that schemes that do not use any kind of cryptography will 

probably be faster and have less administrative requirements, mainly due to lack of key 

management. 

5.4.2 Authentication 

Here it is examined whether each solution can support authentication without revealing any 

private data to non intended parties. More specifically it is checked if the standard 
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authentication mechanism in SIP, which is Digest authentication, can be utilized without making 

the real ID of the end user available to third parties. 

5.4.3 Public Key Infrastructure (PKI) 

With this criterion the proposed solutions are separated based on their PKI requirements. As it 

will be shown some of them require a full PKI, others a limited PKI while others no PKI at all. 

5.4.4 Anonymity vs. pseudonymity 

This criterion indicates what kind of ID is used in the place of the real user ID. This can be a static 

string like “anonymous@anonymous.invalid” or a completely random string in which case we 

have a completely anonymous scheme. On the other hand, when the replacement ID is 

produced in some way from the real ID we have a scheme based on pseudonymity. The most 

notable difference here is that the person receiving a call from a UA using a pseudonym can 

always return the call using this pseudonym something that is not possible with anonymous 

schemes. Also, in a poor designed scheme that uses pseudonyms, a user can be tracked down 

when, for example, is using the same pseudonym repeatedly, even if the correspondence 

between the real ID and the user ID is kept secret. 

5.4.5 Inter-Domain agreements 

One of the most common preconditions in schemes offering security services in multidomain 

environments is that different administrative domains must have pre-existing trust agreements 

between them. This limits the number of users’ choices only to networks that belong to co-

operative domains. In the following comparison it is examined whether each solution needs such 

pre-existing agreements between domains in order to offer ID privacy to end users. 

5.4.6 Multidomain support 

Here it is examined whether a solution can support its privacy features when operating in an 

environment composed of different administrative domains. These domains can belong to 

different operators and/or service providers. The difference between “Multidomain support” 

and “Inter-Domain agreements” is that a scheme can support multidomain environments 

without requiring pre-arranged inter-domain agreements; when a solution requires inter-

domain agreements, obviously supports multidomain environments. A scheme can either fully 

support multidomain environments or not. 

5.4.7 Untrusted proxies 

When a UA initiates a multimedia session its request can travel through untrusted SIP Proxies 

until it reaches its Home Proxy which is considered trusted. The main purpose here is to check 

whether each solution can guarantee UA’s privacy protection even when SIP messages traverse 

through untrusted proxies. 

5.4.8 Domain name protection 

Since the focus is on schemes that preserve the privacy of end users the main concern here is on 

protecting as much private information as possible. With this criterion it is examined if each 
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method protects among other things the Home Domain’s name of each or both the 

communicating UAs. While domain name is private information its protection is not considered 

of ultimate importance since its disclosure does not directly reveal the ID of the end user. 

5.4.9 IP address protection 

What holds for domain names also holds for protecting each end user’s IP address. It is private 

information which is not considered crucial and cannot directly lead to the real ID of the user. 

However, under some circumstances, it can reveal the current position of the user and in 

extreme situations, combined with other personal information, even his real ID. 

5.4.10 Privacy level 

This criterion shows in which of the privacy levels listed in Section 5.2 each method is classified. 

The classification is based on “how much” privacy each method offers; thus the higher the level, 

the higher the privacy offered by each method. In order to be more practical, numbers 1 to 7 will 

be used to indicate which of these levels is reached. 

5.4.11 Hop-by-hop vs. end-to-end privacy 

As it has already been analyzed, the establishment of a SIP session typically includes a number of 

intermediate nodes. With this criterion it is checked whether each method can guarantee users’ 

ID privacy in a hop-by-hop or an end-to-end manner; obviously the second is the preferred one 

since only this way we can be sure that privacy was not compromised along the session path. 

5.4.12 Stateful vs. stateless mode 

Here it is examined whether each scheme requires SIP Proxies to be stateful or stateless in order 

to be fully operational. Stateful proxies keep state information for each ongoing session 

something that speeds up or make possible the offer of specific services, however leads to a 

need for more storage resources. Stateless proxies on the other hand do not store any 

information regarding sessions so they have less storage needs and have higher response delays. 

While each mode has its own advantages over the other, in some occasions some services may 

be able to run only in one of the two. 

5.4.13 Deployment 

This criterion indicates the easiness of deployment of a scheme. Here a qualitative measurement 

will be used based on empirical observation. Three degrees of ease of deployment are defined: 

easy, medium and difficult. 

5.5 Comparison 

Here the actual comparison takes place based on the thirteen aforementioned criteria. Table 5-1 

shows a summary of the findings of the comparison. In the following sections an extended 

commenting on each scheme is provided based on the previously defined criteria. 
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Schemes 

Criteria 
S/MIME SIPS URI/TLS IPsec 

Anonymous 

URI 

Privacy 

mechanism 

Cryptography √ √ √ × √ 

Authentication × √ √ × × 

PKI full full × × limited 

Anonymity vs. 

pseudonymity 
anonymity anonymity anonymity anonymity anonymity 

Inter-Domain 

agreements 
× √ √ × √ 

Multidomain 

support 
√ √ √ √ √ 

Untrusted proxies × × × × × 

Domain name 

protection 
× × × √ × 

IP address 

protection 
× × × × × 

Privacy 

level 

Caller 5 2 2 7 6 

Callee 1 2 2 1 1 

Hop-by-hop vs. 

end-to-end 

privacy 

end-to-end hop-by-hop hop-by-hop end-to-end end-to-end 

Stateful vs. 

stateless 
both stateful both both stateful 

Deployment difficult difficult difficult easy medium 

      

√: supported/required    

×: not supported/not required    

Table 5-1: Privacy schemes comparison 

5.5.1 S/MIME 

Cryptography: S/MIME cryptographically protects various SIP headers using public key 

cryptography and digital certificates of end users. 

Authentication: In [85] it is mentioned that encrypting <Authorization> and <WWW-

Authenticate> header fields is not considered useful and any encrypted form of these fields will 
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be ignored. This means ID privacy during authentication is not supported and anyone can have 

access to all usernames of end users when they authenticate. 

PKI: Since S/MIME uses public key cryptography it is straightforward that a sort of PKI is 

required. In this occasion a full PKI is needed where a digital certificate must be issued for every 

end user. 

Anonymity vs. pseudonymity: In this solution a meaningless value is used in the “outer” <From> 

field while the real ID is placed into the encrypted MIME body. While the real ID exists in every 

such message it is encrypted together with other values thus it cannot considered as 

pseudonym; naturally this solution is based on anonymity. 

Inter-Domain agreements: This scheme does not need any pre-existing agreements between 

administrative domains. Each user must have some kind of trust agreement with the party he is 

communicating with. 

Multidomain support: S/MIME supports multidomain environments since SIP Proxies do not 

intervene in any way to the part of the message that preserves end user’s privacy. 

Untrusted proxies: This solution protects user’s ID even when the relevant SIP messages travel 

through untrusted proxies. However, as already mentioned above, it cannot protect the 

username used for Digest authentication thus S/MIME is considered as a method that is not 

supporting privacy through untrusted proxies. 

Domain name protection: The Home Domain name of the caller is not explicitly revealed, 

however an eavesdropper can discover which domains communicate with each other. On the 

other hand the Home Domain name of the callee is not protected. 

IP address protection: The IP addresses of the communicating parties are not protected. 

Privacy level: This scheme reaches Level 5 concerning caller’s ID since caller’s real ID is available 

only to the caller and the callee. Regarding callee’s ID S/MIME offers no protection so it reaches 

Level 1. 

Hop-by-hop vs. end-to-end privacy: The privacy protection of this solution is offered in an end-to-

end fashion. 

Stateful vs. stateless mode: SIP Proxies do not play any active role in privacy protection in this 

scheme so both modes are supported. 

Deployment: The utilization of this solution mandates the deployment of a full PKI; as every 

typical PKI this includes a number of administrative actions like issuing digital certificates to all 

end users and revoking them when this is necessary. Another issue with S/MIME is that the 

callee must know a priori which the caller is in order to be able to choose and acquire the right 

public key certificate. For those reasons this scheme is considered to have difficult deployment.  

5.5.2 SIPS URI/TLS 

Cryptography: SIPS/URI utilizes TLS to protect TCP sessions between SIP network elements; 

obviously cryptography is part of this solution. 

Authentication: Digest authentication is supported as is by this solution and the usernames are 

protected as well. 

PKI: A full PKI is needed since TLS is used. According to this scheme digital certificates for all 

communicating users and intermediate SIP servers must be issued. Since a PKI is a requirement 

certificate acquisition, management and revocation is also an issue here. 
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Anonymity vs. pseudonymity: SIP messages are transmitted through secure channels therefore 

no user ID is revealed; this means that this solution retains user’s anonymity. 

Inter-Domain agreements: This scheme requires pre-existing agreements between 

administrative domains so that SIP Proxies belonging to different domains can establish a secure 

channel with the use of TLS. These agreements can be indirect based on digital certificates i.e. 

cross-certifications, and an existing PKI. It must be noted here that it is not obligatory for 

communicating users to have explicit trust agreements between them. 

Multidomain support: SIPS/URI supports multidomain environments which have some sort of 

trust agreements between them, e.g. have been cross-certified beforehand, as already stated 

above. 

Untrusted proxies: This solution should not be used when untrusted SIP Proxies exist in the 

communication path. If this is the case then it is possible that these untrusted Proxies will not 

use TLS so no protection is offered to the communicating parties at all. 

Domain name protection: When SIPS/URI is used the domain names of each of the 

communicating parties is protected from eavesdroppers without however being hidden from 

intermediate Proxies. There are also some cases where everyone can have access to this 

information like, for example, when only two domains intervene between the two 

communicating parties so that it is obvious who belongs to which domain. 

IP address protection: The IP addresses of the communicating parties are not protected. 

Privacy level: For both caller’s and callee’s IDs the solution of SIPS URI reaches Level 2 since both 

real IDs are available to all SIP Proxies in the call path. 

Hop-by-hop vs. end-to-end privacy: The privacy protection of this solution is offered in a hop-by-

hop fashion. 

Stateful vs. stateless mode: Since TLS is used, we need a server that is stateful at the transport 

level which means that storage requirements are higher. At the application level where SIP 

operates there is no special need to keep state information. Based on these two observations 

and taking the SIP Proxy machine as a whole we can argue that it operates in stateful mode. 

Deployment: The utilization of this solution has as prerequisite the deployment of a full PKI 

which issues digital certificates to all end users and intermediate SIP Proxies. Also, currently, 

there are few SIP clients and network servers that implement TLS and SIPS respectively. Taking 

into account the administrative effort required to setup a full PKI and the changes needed in the 

existing infrastructure, this scheme is considered to have difficult deployment. 

5.5.3 IPsec 

Cryptography: IPsec is based on cryptography to protect data exchanged between two 

communicating parties. 

Authentication: Digest authentication is supported and the corresponding authentication 

usernames are protected by IPsec. 

PKI: IPsec usually bases its operation in pre-shared secret values so no PKI is required. However, 

if IKE [89] is used with certificates then the deployment of a PKI is necessary. 

Anonymity vs. pseudonymity: SIP messages are transmitted through secure channels therefore 

no user ID is revealed; this means that this solution retains user’s anonymity. 
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Inter-Domain agreements: This scheme is based on already established trust relationships 

between the two communicating parties. Therefore there should be some kind of pre-existing 

agreement between administrative domains so that Proxies belonging to different domains can 

establish secure channels with the use of IPsec. 

Multidomain support: This solution can also be utilized in environments where multiple 

administrative domains exist. 

Untrusted proxies: What applies to SIPS URI also applies here. 

Domain name protection: What applies to SIPS URI also applies here. 

IP address protection: What applies to SIPS URI also applies here. 

Privacy level: What applies to SIPS URI also applies here. 

Hop-by-hop vs. end-to-end privacy: What applies to SIPS URI also applies here. 

Stateful vs. stateless mode: When IPsec is used, SIP Proxies can operate in either of these two 

modes.  

Deployment: The utilization of this solution requires every intermediate node in the call path to 

have a shared secret with every node it communicates with. This makes it a solution with 

difficult deployment. The number of IKE pre-configured keys needed in a symmetric key system 

with n network elements communicating with each other is O(n2). Also, as already mentioned, if 

IKE is used with certificates then a full PKI is also required. 

5.5.4 Anonymous URI 

Cryptography: This solution does not utilize any kind of cryptography. 

Authentication: Anonymous URI can support Digest authentication but this would mean that 

either the username must be revealed or an “anonymous” username must be used. 

PKI: No PKI is required for this scheme. 

Anonymity vs. pseudonymity: Since no caller ID is transmitted this is a solution based on 

anonymity. 

Domain agreements: This scheme does not require any pre-existing agreements between 

administrative domains. 

Multidomain support: Anonymous URI supports multidomain environments without any 

modification.  

Untrusted proxies: Anonymous URI can preserve user’s anonymity even when untrusted proxies 

reside in the path between the caller and the callee.  

Inter-Domain name protection: When Anonymous URI is utilized the domain name of the caller 

is never transmitted, while anyone has access to the callee’s domain name. 

IP address protection: The IP addresses of the communicating parties are not protected. 

Privacy level: Regarding caller’s ID, Anonymous URI is at Level 7, because only the caller is aware 

of his own ID, while for callee’s ID no protection at all is offered resulting at privacy Level 1. 

Hop-by-hop vs. end-to-end privacy: This scheme offers end-to-end privacy for caller’s ID. 

Stateful vs. stateless mode: This is a solution that can be supported either by stateful or stateless 

SIP Proxies. 
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Deployment: Anonymous URI is a method with easy deployment since no modification to the 

existing infrastructure is required. 

5.5.5 Privacy mechanism for SIP 

This mechanism has two ways for protecting user’s privacy: user and network provided privacy. 

When user provided privacy is used then what applies for Anonymous URI as analyzed in the 

previous section, also applies here. The following analysis is valid when network or both user 

and network provided privacy is used. 

Cryptography: This scheme does not base its operation on cryptography. However, the 

recommended way the UA contacts its Home Domain is over a TLS session; thus we consider 

here that cryptography is part of this solution. 

Authentication: While Digest authentication can be used with this method, the username is not 

protected at all. In some occasions this can result in privacy violation, for example when the 

username is the same as the user ID part of SIP URI. 

PKI: Considering that TLS will be used, a limited PKI is needed for the management of certificates 

for SIP Proxies. 

Anonymity vs. pseudonymity: This method uses real SIP URIs inside trusted domains while 

replacing them with Anonymous URIs when SIP messages leave these trusted domains. Thus, it 

is a method that offers anonymity to its users. 

Inter-Domain agreements: In this scheme a privacy service entity is needed which can be, for 

example, a trusted SIP Proxy. If this Proxy does not belong to the user’s Home Domain then a 

trust agreement is needed between the Home Domain and Proxy’s domain so that the end user 

can trust the latter. 

Multidomain support: This method can support multidomain environments but only strictly 

under the assumption that these domains have established trust agreements with each other. In 

other words, if a user is located in a place where there is no administrative domain with trust 

agreement with his Home Domain then he cannot use the features offered by this solution. 

Untrusted proxies: This mechanism cannot guarantee the protection of user’s privacy when SIP 

messages are transmitted through untrusted Proxies before reaching his Home Domain. 

Domain name protection: When SIP messages leave a trusted domain they are anonymized; 

however, the responses must follow the same path back in order to be routed properly to the 

sender. Thus, the name of the caller’s domain cannot be kept secret. 

IP address protection: The IP addresses of the communicating parties are not protected. 

Privacy level: For caller’s ID this mechanism reaches Level 6 while for callee’s ID it is at Level 1. 

Hop-by-hop vs. end-to-end privacy: While in [86] it is suggested that TLS should be used from UA 

to its Home Domain’s Proxy, this solution as a whole is considered an end-to-end privacy 

preserving one. This is because inside the trusted domains we can be sure that TLS or other 

protection methods will be used while outside the domain no real ID is transmitted. 

Stateful vs. stateless mode: This mechanism requires state information to be kept in certain 

Proxies, thus it can only be supported by stateful Proxies. 

Deployment: Privacy mechanism for SIP is considered a solution which requires medium 

deployment effort. The UAs and the Proxies must be modified in order to be able to process the 
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new privacy header; in addition to that Proxies must have the proper logic to withhold user IDs 

when this is necessary and route responses properly.  

5.6 Discussion 

This section provides an overview of some interesting points from the observation of Table 5-1; 

the first one has to do with ID hiding. In some occasions it is desirable from the caller not to 

reveal his ID to the callee. This ID hiding type is supported by “Anonymous URI” and “Privacy 

mechanism for SIP”. The problem here is that these methods cannot support this feature while 

at the same time protecting the Digest username during the authentication process.  

Another possible requirement is the ability of each method to maintain its privacy protecting 

features while operating through untrusted domains even when these domains are placed 

between the caller and his Home Domain. While S/MIME can protect the user ID, it cannot 

protect his username during Digest authentication. Furthermore, it cannot offer caller’s ID hiding 

from the callee. 

Another consideration is that only “Anonymous URI” can protect the Home Domain name of 

the caller; however this method is less practical since it cannot support authentication. 

Regarding the IP addresses of the communicating parties it is evident that no method can 

effectively protect them from eavesdroppers. While both domain names and IP addresses are 

considered private information they should remain publicly available so that the two parties can 

communicate with each other during as well as after the session establishment. 

5.7 Summary 

It is envisioned that in the near future SIP will co-exist or even supersede classic telephony 

systems like PSTN and traditional multimedia delivery methods. Before this becomes reality 

certain security issues must be solved. While SIP is a simple and easy to deploy protocol, it turns 

out that some of the security problems related with it are hard to solve. One such problem is 

privacy since SIP messages cannot be cryptographically protected as a whole. 

As it showed throughout this chapter SIP has a number of security and especially privacy 

protecting mechanisms; however some privacy issues are still open. Here the focus is on the 

protection of communicating parties IDs and especially on the review of existing solutions that 

can protect user IDs and comparing them with each other. This comparison has shown a number 

of deficiencies in these schemes pointing out the necessity of newer and better methods that 

will provide adequate privacy protection to end users. 
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Chapter 6 -  PrivaSIP: a framework for protecting 

privacy in SIP 

Secure multimedia delivery in modern and future networks is one of the most challenging 

problems towards the system integration of fourth generation (4G) networks. This integration 

means that different service and network providers will have to interoperate in order to offer 

their services to end users. This multidomain environment poses serious threats to the end user 

who has contract with and trusts only a limited number of operators and service providers; one 

such threat is end users’ privacy.  

Probably the most promising protocol for multimedia session management is the Session 

Initiation Protocol (SIP) which is an application layer protocol and thus can operate on top of 

different lower layer technologies. SIP is quite popular and a lot of research has been conducted; 

however, it still has some security issues, one of which is related to privacy and more particularly 

the protection of user identities (IDs).  

In this chapter the ID privacy issue of SIP is presented in detail and a framework called PrivaSIP 

that can protect either the caller’s ID or both the caller’s and the callee’s IDs in multidomain 

environments is proposed. Different implementations of this framework are presented based on 

asymmetric and symmetric cryptography and an analysis of the pros and cons of each one of 

them is provided. Furthermore performance measurements are presented in order to find out 

the performance penalty of this framework over standard SIP. Continuing the SIP privacy 

methods comparison from the previous chapter, a comparison of PrivaSIP with the existing 

schemes is provided based on the same criteria.  

6.1 PrivaSIP framework 

Following the privacy issues analysed in the previous chapter, an approach of defeating such 

problems when using SIP is presented here. While concealing user IDs could be a sort of 

protection it would make SIP non operable. That is because SIP needs user IDs in order to locate 

the correspondent users, route the messages appropriately and possibly charge them for the 

received services. A more convenient solution would be the revealing of user IDs only to 

absolutely necessary parties so as to route SIP messages appropriately and possibly authenticate 

the caller before offering their services. 

The proposed solution is an identity protection framework named PrivaSIP [9][11]. The main 

idea behind the PrivaSIP framework is that each ID should be individually encrypted in a way 

that it can be recovered only by entities that need to do so in order for the SIP protocol to 

operate correctly. Hereinafter the term “ID” is used to abbreviate either the user ID part of a SIP 

URI or other types of user IDs like a Digest authentication username. Two different variations of 

PrivaSIP are defined here: in the first one only the caller’s IDs are protected, while in the second 

both the caller’s and the callee’s IDs are protected; these two variations will be referred as 

PrivaSIP-1 and PrivaSIP-2 respectively. It must be noted that PrivaSIP does not aim at protecting 

the confidentiality of whole messages or providing message integrity; such requirements should 

be met by utilizing other mechanisms. 

In the subsequent sections five different implementations of PrivaSIP framework using 

different encryption algorithms are presented. The main purpose of doing so is to find out which 
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category of algorithms or specific algorithm is more efficient when used in the proposed 

framework. These implementations fall into two categories following the two PrivaSIP variations: 

in the first one only the caller ID is protected while in the second one both the caller and the 

callee IDs are protected from third parties. In all these schemes the caller ID is protected and this 

can be done either with symmetric cryptography using as a key the Digest authentication 

password shared between the user and his Home Proxy, or with asymmetric cryptography using 

the public key of the Home Proxy. In the second category of schemes where the callee ID has to 

be protected as well, the public keys of both the caller’s and the callee’s Home Domains are 

used. This category of schemes uses only asymmetric cryptography since the caller usually does 

not have any shared secrets with the callee’s Home Proxy. The specific cryptographic algorithms 

used in our case are for PrivaSIP-1: the well known public key algorithm by Rivest, Shamir and 

Adleman (RSA) [93], the Elliptic Curve Integrated Encryption Scheme (ECIES) [94], and the 

symmetric Advanced Encryption Standard (AES) [95], and for PrivaSIP-2: RSA, and ECIES. Other 

asymmetric and symmetric algorithms can also be used based on the same principles. 

6.2 PrivaSIP-1 

The first PrivaSIP variation, namely PrivaSIP-1, protects the caller’s user ID and Digest username. 

Using the previous analysis of a SIP INVITE message the specific header fields that need 

protection are presented here, so that user IDs are protected as well. The proposed solution is to 

strip whichever information is not necessary and use encryption for the rest. More specifically: 

 we leave <Via> field’s value as is, because it only reveals the IP address of the host 

 <Contact> field’s value is replaced with the IP address of the caller’s host. End users’ IP 

addresses usually are not static so eavesdroppers cannot easily relate it with the permanent 

ID of the user 

 the display name in <From> field (“Smith” in our example) is stripped or replaced by the 

string “Anonymous” 

 the user ID part of <From> field (i.e. “smith” in “smith@minitrue.org”) is encrypted using 

either asymmetric or symmetric cryptography. As it is obvious we propose a scheme that 

rather relies on pseudonymity than anonymity [91]. If the same pseudonym is always used 

then the user can be “profiled” and his movement (in case of a mobile user) can be easily 

tracked. For this reason a padding scheme should be used so that the resulting pseudonym 

is different every time 

The resulting message for the first variation of PrivaSIP, where only the caller ID is protected, 

is shown below. In this example the hexadecimal representation is used for the encrypted part 

of the URI and its length depends on the cryptographic algorithm. 

 

INVITE sip:obrien@miniluv.org SIP/2.0 

Via: SIP/2.0/UDP 195.251.161.144:5060; branch=z9hG4bK74b43 

Max-Forwards: 70 

From: <sip:0AEE5F83...129F32@minitrue.org>; tag=9fxced76sl 

To: O’Brien <sip:obrien@miniluv.org> 

Call-ID: 3848276298220188511@minitrue.org 

CSeq: 1 INVITE 

Contact: 195.251.161.144 

Content-Type: application/sdp 

Content-Length: 151 
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If authentication is not required then the most practical and effective solution would be the 

employment of “Anonymous” URI in <From> header. However, in a real world environment the 

most probable case is that the user must be authenticated in order to be charged for the 

services he receives. If caller ID privacy is also a requirement then the existing schemes 

presented in the previous chapter are not adequate. As already stated, here only Digest 

authentication [92] is considered, which is the standard way of authenticating users in SIP 

environments.  

In the following an example will be presented where both the Local outbound SIP Proxy and 

Home Proxy require Smith to authenticate in order to receive their services. It is assumed that 

Smith has a different set of credentials for each of the two domains and he is willing to present 

each of the two IDs he possesses only to the corresponding domain. Naturally, since Smith has 

credentials from both domains it means that he has some kind of agreement with each one of 

them, so he is aware of what kind of private information he presents to each domain. The key 

point here is that the caller has the choice to present private information only to selected 

domains minimizing the number of entities that posses this information. Moreover, he reveals to 

each domain only the private information this domain already know about the user’s ID and not 

IDs that this user may possess from other domains. Caller ID privacy during the authentication 

process can be assured in a similar way as in the previous example. When the INVITE message is 

received, the Local outbound Proxy responds with a 407 Proxy Authentication Required 

message. Smith sends back a new INVITE where he encrypts the username used in <Proxy-

Authorization> field with the (public or shared) key of the Local outbound Proxy as shown below. 

Also, the user ID part of <From> field is encrypted with the key of Home Proxy. It is worth noting 

that this encryption process does not imply in any way that it supports user authentication; this 

task is conducted with the utilization of Digest authentication. The different user IDs used here 

are in accordance with [49] and reveal each ID only to the intended Proxy. 

 

INVITE sip:obrien@miniluv.org SIP/2.0 

Via: SIP/2.0/UDP 195.251.161.144:5060; branch=z9hG4bK74b43 

Max-Forwards: 70 

From: <sip:0AEE5F83...129F32@minitrue.org>; tag=9fxced76sl 

To: O’Brien <sip:obrien@miniluv.org> 

Call-ID: 3848276298220188511@minitrue.org 

CSeq: 1 INVITE 

Proxy-Authorization: Digest username=”38A8F347...0EA19A98”, 

algorithm=MD5, realm=”minitrue.org”, nonce=”1dea4387...00f4e5da”, 

qop=”auth”, opaque=”5e7734afdb981200”, response=”ffa1e3...8756ee”, 

nc=00000001, cnonce=”abcdefghi” 

Contact: 195.251.161.144 

Content-Type: application/sdp 

Content-Length: 151 

 

The Local outbound Proxy decrypts Smith’s username and completes the authentication 

process and, if it is successful, it forwards the INVITE to Smith’s Home Proxy. The Home Proxy 

also completes authentication in the same manner. After that, the initial INVITE message is 

forwarded to the Inbound Proxy which sends it to O’Brien. As we can see no untrusted entities 

involved in the protocol (including O’Brien) are aware of Smith’s ID. When O’Brien answers the 

call he uses the same encrypted headers, and his response travels all the way back to 

minitrue.org where the Proxy deciphers <From> header to discover the recipient of the message. 
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While the usefulness of PrivaSIP is proven through examples, this does not limit its generality. 

The same procedure would be followed if, for instance, there were SIP Registrars instead of 

Proxies and REGISTER messages instead of INVITEs. 

In the next sections three implementations will be defined that utilize either asymmetric or 

symmetric cryptography. The first one is PrivaSIP-1 with RSA or PrivaSIP-1-RSA [9][10][11] for 

short, and uses the Home Proxy’s public key to encrypt the user ID and Digest username when 

this is necessary. Our next implementation, namely PrivaSIP-1-ECIES [11], is based on the 

standard encryption scheme for Elliptic Curve Cryptography (ECC) which is ECIES, also known as 

DHAES [94]. A different approach is used in the last one, which is PrivaSIP-1-AES [11], where a 

symmetric cryptographic algorithm is utilized, more specifically AES, for the encryption of the 

caller ID. Since the caller and his Home Proxy share a password which is used for Digest 

authentication, this password can also be used as a key (or as a key seed or master key) for the 

encryption of user ID with AES.  

6.2.1 Asymmetric cryptography 

The first implementation, namely PrivaSIP-1-RSA, utilizes RSA in order to encrypt the respective 

field values. We have already pointed out the necessity of a padding scheme so that a user 

cannot be “profiled” even when his IDs are encrypted. For this reason a padding scheme like 

Optimal Asymmetric Encryption Padding (OAEP) [96] would be suitable for RSA, resulting in a 

different user pseudonym every time. 

PrivaSIP-1-RSA utilizes a digital certificate of the Home Proxy server of the user in order to 

encrypt his user ID and Digest username so that only this Proxy server has access to it. Thus, a 

pre-condition for PrivaSIP-1-RSA to work is that there is some sort of PKI, the Home Proxy has a 

public-private key pair and a corresponding valid digital certificate and the UA possess the public 

key. 

6.2.2 Elliptic curve cryptography 

Describing ECIES in high level, to encrypt an amount of data, a new symmetric key is produced 

each time from the recipient’s public key and data are encrypted with a symmetric algorithm 

using this derived key. For this reason, a padding scheme is not necessary here since the key is 

different every time so the ID pseudonym will also be different. 

PrivaSIP-1-ECIES also requires that the caller’s Home Proxy server has been issued a digital 

certificate so that the user can encrypt his user ID and Digest username. That means that the 

existence of a PKI is necessary, the Home Proxy must have a public-private key pair and a 

corresponding valid digital certificate and the UA must somehow possess the public key. 

6.2.3 Symmetric cryptography 

A suitable padding scheme for PrivaSIP-1-AES would be the one described in [97]; this 

standard specifies that the padding should be done at the end of the last block of data with 

random bytes, and the padding boundary should be specified by the last byte. This way, every 

time the ID pseudonym will have a different value. Other padding schemes like adding zeroes at 

the end of the data block or adding the same string every time would result in the same 

pseudonym every time rendering PrivaSIP-1-AES useless in terms of user profiling. 

PrivaSIP-1-AES does not use digital certificates so there is no need for a PKI. It does, however, 

utilize a Digest authentication password shared between the UA and the corresponding SIP 
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Proxy which is used for the encryption of the user ID and Digest username, thus such credentials 

must be shared between these two parties. 

6.3 PrivaSIP-2 

We can further improve PrivaSIP-1 so that it also preserves the called party’s ID as well. The 

second PrivaSIP variation, namely PrivaSIP-2, protects the caller’s user ID and Digest username 

as well as the callee’s user ID. Using again the analysis of a SIP INVITE message the specific 

header fields that need protection are presented here, so that all user IDs are protected. The 

proposed solution is to strip whichever information is not necessary and use encryption for the 

rest. More specifically: 

 we leave <Via> field’s value as is, because it only reveals the IP address of the host 

 <Contact> field’s value is replaced with the IP address of the caller’s host. End users’ IP 

addresses usually are not static so eavesdroppers cannot easily relate it with the permanent 

ID of the user 

 the caller’s display name in <From> field (“Smith” in our example) is stripped or replaced by 

the string “Anonymous” 

 the caller’s user ID part of <From> field (i.e. “smith” in “smith@minitrue.org”) is encrypted 

using either asymmetric or symmetric cryptography. As it is obvious we propose a scheme 

that rather relies on pseudonymity than anonymity [91]. If the same pseudonym is always 

used then the user can be “profiled” and his movement (in case of a mobile user) can be 

easily tracked. For this reason a padding scheme should be used so that the resulting 

pseudonym is different every time 

 the previous encryption procedure applies to the callee’s user ID found in Request-URI and 

<To> field. 

In order to present the inner workings of PrivaSIP-2, the same example will be used. The 

protection of callee’s ID is achieved by a similar mechanism as the caller’s ID with the use of 

asymmetric cryptography; more specifically the ID is encrypted with the public key of callee’s 

Home Domain SIP Proxy. This variation uses only asymmetric cryptography since the caller 

usually does not have any shared secrets with the callee’s Home Proxy. It must be noted here 

that the caller’s ID is also protected as shown in the previous section. 

As already discussed, some SIP headers of an INVITE message must be altered to protect the 

ID of the caller. Apart from these headers, in this scheme <To> field and Request-URI which 

exposes callee’s ID are also protected. The resulting message is shown below: 

 

INVITE sip: 73D8A9F7...BC09E1A1@miniluv.org SIP/2.0 

Via: SIP/2.0/UDP 195.251.161.144:5060; branch=z9hG4bK74b43 

Max-Forwards: 70 

From: <sip:0AEE5F83...129F32@minitrue.org>; tag=9fxced76sl 

To: <sip:73D8A9F7...BC09E1A1@miniluv.org> 

Call-ID: 3848276298220188511@minitrue.org 

CSeq: 1 INVITE 

Contact: 195.251.161.144 

Content-Type: application/sdp 

Content-Length: 151 

 

What applies for user authentication in PrivaSIP-1 also applies here. The caller can hide both 

his ID and Digest username, while also the callee’s ID is protected from third parties. The 
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procedure that is followed is the same as presented previously except that when an INVITE is 

forwarded to the Inbound SIP Proxy, the <To> field is decrypted and subsequently send to 

O’Brien. When O’Brien responds back he uses the same encrypted headers so that the privacy 

enhanced SIP message is routed appropriately. 

In PrivaSIP-2 two implementations using asymmetric cryptography are defined. Here an 

approach based on symmetric cryptography (e.g. AES) cannot be applied to protect callee’s ID 

since it is difficult for the caller to have a shared secret with every possible callee’s Home Proxy. 

In the first implementation the RSA algorithm is utilized resulting in PrivaSIP-2-RSA while the 

second implementation is based on ECIES and will be referred as PrivaSIP-2-ECIES. 

6.3.1 Asymmetric cryptography 

In the first implementation of PrivaSIP-2, namely PrivaSIP-2-RSA, RSA is utilized in order to 

encrypt the necessary field values. The necessity of a padding scheme has already been pointed 

out so that users cannot be “profiled” even when his IDs are encrypted. For this reason a 

padding scheme like Optimal Asymmetric Encryption Padding (OAEP) [96] would be suitable for 

RSA, resulting in a different pseudonym every time for the caller as well as for the callee. 

PrivaSIP-2-RSA utilizes a digital certificate of the Home Proxy server of the caller in order to 

encrypt his user ID and Digest username so that only this Proxy server has access to it; it also 

uses a digital certificate of the Home Proxy server of the callee in order to encrypt his user ID as 

well. Thus, the pre-conditions of PrivaSIP-2-RSA is that there must be some sort of PKI, the Home 

Proxy of both the caller and the callee have a public-private key pair and corresponding valid 

digital certificates and the UA of the caller possesses these certificates. 

6.3.2 Elliptic curve cryptography 

For the second implementation of PrivaSIP-2, Elliptic Curve Cryptography is used with ECIES 

resulting in PrivaSIP-2-ECIES; its operation is identical to the previous one based on RSA. This 

way in both schemes the caller’s ID is only recoverable by his Home Domain and the callee’s ID is 

only disclosed to his own Home Proxy. In this implementation a padding scheme is not used 

since every time a different user pseudonym is produced. 

PrivaSIP-2-ECIES utilizes a digital certificate of the Home Proxy server of the caller in order to 

encrypt his user ID and Digest username so that only this Proxy server has access to it; it also 

uses a digital certificate of the Home Proxy server of the callee in order to encrypt his user ID as 

well. Thus, the pre-conditions of PrivaSIP-2-ECIES is that there must be some sort of PKI, the 

Home Proxy of both the caller and the callee have a public-private key pair and corresponding 

valid digital certificates and the UA of the caller possesses these certificates. 

6.4 Experimental testbed setup 

The performance of all the implementations of PrivaSIP for both the client and the server was 

evaluated [9][11] in a properly designed testbed and the results are depicted in this section. It is 

well known that security or privacy mechanisms come always at a cost. However, apart from the 

effectiveness and robustness of the proposed mechanism, the key question in every case is if 

that cost is affordable. So, the main purpose here is not to evaluate SIP’s performance in general 

but to determine the performance penalty imposed by PrivaSIP compared to standard SIP 

transactions. In the previous chapter all known schemes that could be used for providing some 

sort of privacy in SIP were extensively analyzed and compared to each other. However, the 
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performance of these methods is not compared with that of PrivaSIP here. The chief reason to 

do so is that each scheme presents different qualities, and each of them is useful under a 

specific context irrespective of the performance penalty one might impose. For example, when 

the user ID must be protected and authentication is also a requirement, then PrivaSIP is the only 

viable solution; when authentication is not a requirement, then Anonymous URI is the right 

choice. Also, other solutions either do not provide enough or assured privacy (IPsec, SIPS 

URI/TLS) or do not protect privacy during authentication (Privacy mechanism) or do not support 

authentication at all (S/MIME, Anonymous URI). 

The results that have been tracked and logged are based on two distinct scenarios: 

1. Client delay. The time required for a UA to construct an INVITE request was measured; 

moreover, for comparison purposes, these measurements were recorded when PrivaSIP is in 

use and when it is not. The measured request creation phase constitutes from the 

preparation of all SIP headers including the encryption of the respective user IDs when 

PrivaSIP is utilized. The experiments were conducted using a “low-end client” as well as a 

“high-end client” so that it could be possible to investigate what is the impact of different 

implementations of PrivaSIP on different hardware configurations. This scenario runs only 

on clients and does not involve any network interaction since only the INVITE preparation 

delay is measured. 

2. Server delay. In the second scenario the time required for a SIP Proxy server with different 

queue sizes to serve a request was measured. The scenario was executed one time for each 

of PrivaSIP’s implementations and once using standard SIP using different queue sizes 

ranging from 100 to 1000 calls. For each queue size the call rate is automatically adjusted by 

SIPp [98]. The measured time starts when an INVITE is send and ends when a “180 Ringing” 

is received by SIPp as shown in Figure 6-1; this means that the user has been authenticated 

and his call has reached the intended recipient. It must be noted here that the worst case 

scenarios are executed; all SIP URIs and digest usernames are computed each time they are 

needed and no party stores call state information. The delays included are:  

 the parsing of the unauthenticated INVITE by Home Proxy (for PrivaSIP the SIP server 

used is SIP Express Router - SER [99] which decrypts caller’s URI),  

 the digest response preparation time by the caller’s UA (no encryption takes place here; 

the encrypted values used are hardcoded in SIPp’s scenario file),  

 the parsing of UA’s response (for PrivaSIP this involves the decryptions of UA’s ID and 

Digest username),  

 the parsing of INVITE by Inbound Proxy (for PrivaSIP-2 only, this involves the decryptions 

of callee’s URI) and finally  

 the respective network delays. 
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Figure 6-1: SIP call flow 

In order to conduct the experiments a testbed was constructed which comprises from the 

following elements (also summarized in Table 6-1): 

 one low-end laptop machine which incorporates an AMD Mobile Athlon 4 CPU at 1.2 GHz 

and 256 MB of RAM. For the purposes of our experiments, the laptop’s CPU was 

downgraded from 1.2 GHz to 500 MHz with the use of Powersave daemon version 0.10.15, 

which is part of the machine’s Operating System (OS). This enabled us to have similar 

capabilities as today’s handheld and mobile devices. This laptop’s network interface was not 

used since it ran only the client scenario as a “low-end UA”. The OS of this machine is SuSE 

Linux 10.0, kernel version 2.6.13-15-smp, with gcc version 4.0.2 and the software used for 

measuring client’s delay is based on Twinkle SIP softphone version 1.1 [100]. 

 one desktop PC with an Intel Pentium 4 Hyper-Threading CPU at 2.6 GHz and 512 MB of 

RAM, which also does not utilize its network card since it is the “high-end User Agent (UA)” 

for measuring client delay. The OS of this machine is SuSE Linux 10.0, kernel version 2.6.13-

15-smp, with gcc version 4.0.2 and the software used for measuring client’s delay is based 

on Twinkle SIP softphone version 1.1. 

 one desktop with a dual-core Intel Pentium 4 CPU at 3 GHz and 1 GB of RAM which plays the 

role of “User Agent 1” in Figure 6-1. This machine connects to the network through a 

Broadcom NetXtreme Gigabit Ethernet card. Its purpose is to make multiple calls to User 

Agent 2 through the two Proxies so that we can measure the delay of each request when the 

Proxies have queue sizes of certain length. This is realized with the use of SIPp 3.0 in client 

mode which automatically adjusts the call rate so that a stable queue size is maintained. This 

machine’s OS is openSuSE Linux 10.3, kernel version 2.6.22.18-0.2, with gcc version 4.2.1. 

 one PC with a dual-core AMD Athlon X2 64 CPU at 1.9 GHz and 2 GB of RAM which plays the 

role of “Home SIP Proxy” in Figure 6-1. This machine connects to the network through a 

Realtek RTL8102E Fast Ethernet 100 Mbps network card. The SIP proxy software is based on 

SER version 0.9.6 supported by MySQL version 5.0.45-community [101] during the 
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authentication procedure. This machine’s OS is openSuSE Linux 11 (32-bit version), kernel 

version 2.6.25.16-0.1 with gcc version 4.3. 

 one desktop PC with a dual-core Intel Pentium 4 CPU at 2.8 GHz and 1 GB of RAM, which 

connects to the network through a Broadcom NetXtreme Gigabit Ethernet card and is used 

as the ”Inbound SIP Proxy” in Figure 6-1. The OS of this PC is openSuSE Linux 11, kernel 

version 2.6.25.16-0.1 with gcc version 4.3. The SIP proxy software is based on SER version 

0.9.6.  

 one desktop with a dual-core Intel Pentium 4 CPU at 2.6 GHz and 512 MB of RAM which 

plays the role of “User Agent 2” in Figure 6-1. This machine connects to the network through 

a Broadcom NetXtreme Gigabit Ethernet card. Its purpose is to receive the calls made by 

User Agent 1 and send back a “180 Ringing” message which is realized with the use of SIPp 

3.0 in server mode. The OS of this PC is openSuSE Linux 11, kernel version 2.6.25.16-0.1 with 

gcc version 4.3. 
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Machine CPU RAM OS Software 

Low-end 

UA 

500 MHz (AMD Mobile 

Athlon) 
256 MB 

SuSE Linux 10.0,  

kernel v. 2.6.13-15 

gcc 4.0.2, 

Twinkle 1.1, 

OpenSSL 0.9.8g, 

Crypto++ 5.5.2 

High-end 

UA 

2.6 GHz (Intel Pentium 4 

Hyperthreading) 
512 MB 

SuSE Linux 10.0,  

kernel v. 2.6.13-15 

gcc 4.0.2, 

Twinkle 1.1, 

OpenSSL 0.9.8g, 

Crypto++ 5.5.2 

UA 1 
Dual-core 3 GHz (Intel 

Pentium 4) 
1024 MB 

openSuSE Linux 10.3,  

kernel v. 2.6.22.18-0.2 

gcc 4.2.1, SIPp 

3.0, OpenSSL 

0.9.8g, 

Crypto++ 5.5.2 

Home SIP 

Proxy 

Dual-core 1.9 GHz (AMD 

Athlon X2 64) 
2048 MB 

openSuSE Linux 11 

(32-bit),  

kernel v. 2.6.25.16-0.1 

 

gcc 4.3, SER 

0.9.6, MySQL 

5.0.45-

community, 

OpenSSL 0.9.8g, 

Crypto++ 5.5.2 

Inbound SIP 

proxy 

Dual-core 2.8 GHz (Intel 

Pentium 4) 
1024 MB 

openSuSE Linux 11,  

kernel v. 

2.6.25.16-0.1 

gcc 4.3, SER 

0.9.6, OpenSSL 

0.9.8g, 

Crypto++ 5.5.2 

UA 2 
Dual-core 2.6 GHz (Intel 

Pentium 4) 
512 MB 

openSuSE Linux 11,  

kernel v. 

2.6.25.16-0.1 

gcc 4.3, SIPp 3.0, 

OpenSSL 0.9.8g, 

Crypto++ 5.5.2 

Table 6-1: Employed testbed components 

Two different 1024 bit RSA digital certificates were issued for the Home Proxy and the 

Inbound Proxy to be used from PrivaSIP-1-RSA and PrivaSIP-2-RSA, and the corresponding public 

keys have been transferred to the UAs. For ECIES we have used 160 bit keys, and for AES 128 bit 

keys. Cryptographic operations related to RSA and AES were executed with the help of the open 

source OpenSSL library version 0.9.8g [102], while for ECIES we used Crypto++ library version 

5.5.2 [103]. The measurements where conducted on the network architecture shown in Figure 

6-2. UA 1 and Home SIP Proxy reside in the same 100 Mbps LAN while Inbound SIP Proxy and UA 

2 reside in another 100 Mbps LAN. The two sub-networks connect through the Internet over a 2 

Mbit ADSL connection with 2048 Mbps maximum downlink and 256 Kbps maximum uplink 
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speed. The average ping time between the two sub-networks is 22 msec but this value can only 

be considered as an indication.  

 

 

Figure 6-2: Testbed network architecture 

The following modifications have been made to the initial versions of the open source 

software used: 

 Twinkle. Twinkle was modified so that it encrypts <From> field and caller’s Digest username 

in PrivaSIP-1 while for PrivaSIP-2 it encrypts both <From> and <To> fields and caller’s Digest 

username. Encryptions involving RSA and AES are performed using OpenSSL while for those 

involving ECIES Crypto++ was employed. 

 SER. Our modified SER decrypt the user IDs, processes the request and forwards the 

message with the original encrypted user IDs. When Digest authentication is used it also 

decrypts the username of the UA. 

 SIPp. SIPp creates SIP messages based on an XML file that describes a scenario. While 

encrypted SIP URIs are parsed correctly, we had to modify SIPp in order to parse long 

usernames (in our case 256 characters). When a 407 Proxy-Authorization request is 

received, SIPp’s response includes the encrypted forms of the user ID and the username 

used for authentication. 

6.5 Experimental results 

For the client delay scenario we have taken measurements with twelve different configurations; 

our five implementations plus standard SIP run on a high-end UA as well as on a low-end-client. 

For each configuration we have measured the delay of the preparation of a single INVITE 

message 1,000 times. These configurations are: 
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1. High-end UA with standard SIP 

2. High-end UA with PrivaSIP-1-RSA 

3. High-end UA with PrivaSIP-1-ECIES 

4. High-end UA with PrivaSIP-1-AES 

5. High-end UA with PrivaSIP-2-RSA 

6. High-end UA with PrivaSIP-2-ECIES 

7. Low-end UA with standard SIP 

8. Low -end UA with PrivaSIP-1-RSA 

9. Low -end UA with PrivaSIP-1-ECIES 

10. Low -end UA with PrivaSIP-1-AES 

11. Low -end UA with PrivaSIP-2-RSA 

12. Low -end UA with PrivaSIP-2-ECIES 

Table 6-2 shows the results for each of the 12 different configurations. Apart from the mean 

delay, we have included in the table the minimum and maximum delays, the standard deviation 

of the taken measurements and the 95% confidence interval.  

Configuration 
Delay (msec) Standard 

deviation 
Confidence interval (95%) 

Mean Min Max 

1 0.16 0.14 1.34 0.07 (0.15, 0.16) 

2 0.61 0.55 3.01 0.13 (0.6, 0.62) 

3 4.88 4.34 8.42 0.48 (4.85, 4.91) 

4 0.18 0.17 0.23 0.01 (0.18, 0.19) 

5 0.99 0.89 3.29 0.24 (0.97, 1) 

6 9.53 8.88 53.13 1.47 (9.44, 9.62) 

7 0.38 0.31 6.11 0.20 (0.37, 0.4) 

8 1.6 1.36 8.14 0.26 (1.59, 1.61) 

9 24.22 22.26 251.26 7.23 (23.78, 24.67) 

10 0.47 0.34 2.24 0.12 (0.46, 0.48) 

11 2.66 2.33 10.36 0.48 (2.63, 2.69) 

12 46.89 44.17 280.76 7.49 (46.43, 47.36) 

Table 6-2: SIP request preparation delay 

The observation of the table reveals that when PrivaSIP is in use the INVITE preparation delay 

is in some cases significantly higher compared to standard SIP and this is obviously due to 

cryptographic operations involved. The highest delays are observed when ECIES is in use. 

However, all delays measured are in msecs with an overall maximum of 280.76 msecs, meaning 

that actually there is no perceived delay by the end user. Also standard deviation of all values 

remains low, showing that their majority is spread near the mean delay. This observation is 

further supported by the calculated confidence intervals. 

Figure 6-3 shows the impact of hardware configuration on INVITE request preparation delay 

for the different implementations of PrivaSIP-1, and Figure 6-4 the corresponding delays for 

PrivaSIP-2. Here we depict the mean preparation delay values presented in Table 6-2 adding the 

confidence intervals for each mean value as error bars on the graph. The X axis represents the 

scheme used, while Y axis shows the INVITE preparation delay in msecs.  
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Figure 6-3: Mean INVITE preparation delays for PrivaSIP-1 

  

Figure 6-4: Mean INVITE preparation delays for PrivaSIP-2 

During the execution of the second scenario we measured the mean server response times for 

different queue sizes for each implementation. These queue sizes range from 100 to 1,000 calls 
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and for each one of them we computed the mean response time of 1,000 authenticated calls. 

For each different implementation examined, server’s queue is populated with similar requests, 

i.e., standard SIP messages for measuring standard SIP’s response delays, PrivaSIP-1-RSA 

messages for measuring PrivaSIP-1-RSA etc. Server’s queue population was realized with the 

SIPp tool, which can create multiple calls with automatically adjusted call rate, so as to keep 

server’s queue at a predefined stable length.  

Tables 6-3 to 6-8 show the results for the second scenario. These tables demonstrate the 

mean server response delays from the moment the user initiates a call until he gets back a “180 

Ringing” message; for each implementation we also include the standard deviation of each 

mean value and the 95% confidence interval. From these results we infer that there is an 

overhead in PrivaSIP in comparison to standard SIP regarding the response delays. However, 

these results are based on the assumption that in the first case we only have standard SIP 

requests while in the second case only PrivaSIP requests. In a more realistic scenario (where 

probably privacy will be offered with some additional cost) the requests will be mixed at all SIP 

proxies involved and the performance penalty will be decreased. Furthermore, as it has already 

been explained, here we consider a worst case scenario regarding the number of cryptographic 

operations; keeping state information in some SIP Proxies and reusing encrypted URIs will 

improve the performance of our schemes.  

Taking PrivaSIP-2-RSA as an example, in a full roundtrip as shown in Figure 6-1, 6 decryptions 

take place; 4 in Home Proxy (first INVITE’s <From> decryption, second INVITE’s <From> and 

Digest username decryption, 180 Ringing <From> decryption) and 2 in Inbound Proxy (INVITE’s 

<To> decryption, 180 Ringing <To> decryption). These decryptions could be limited to 2 if: (a) 

the client uses the same encrypted URI for all messages of a session, (b) the server stores a 

correspondence of the encrypted URI and its decrypted value, and (c) Digest username is the 

same with <From> user ID. To show the performance improvement that can be achieved we 

take the delays for server queue sizes of 1,000 calls. The difference between PrivaSIP-2-RSA and 

standard SIP, that is 1749.49 - 1049.62 = 699.87 msecs, is mainly due to cryptographic 

operations. So for each cryptographic operation we have a mean delay of 699.87/6 = 116.65 

msecs. Following the above optimizations we will have 2 cryptographic operations adding to the 

delay of standard SIP, i.e., 1049.62 + 2 × 116.65 = 1282.92 msecs which is a lot better than 

1749.49 msecs that we measured without any optimization. Of course this is not an accurate 

value but an estimation, which however, shows how much faster PrivaSIP can be. It is up to the 

system administrator to decide and make the proper tradeoff between speed and storage 

needed for keeping state information. 
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Server 

queue 

size 

(calls) 

Mean 

delay 

(msec) 

Standard 

deviation 
Confidence interval (95%) 

100 483.2 757.93 (441.02, 525.39) 

200 601.72 1019.41 (543.92, 659.52) 

300 693.21 1183.6 (623.74, 762.69) 

400 738.24 1243.67 (665.66, 810.81) 

500 773.7 1306.31 (696.61, 850.79) 

600 919.89 1464.04 (832.61, 1007.16) 

700 861.13 1364.84 (779.42, 942.83) 

800 934.92 1454.72 (847.26, 1022.58) 

900 873.53 1361.27 (791.31, 955.75) 

1000 1049.62 1461.18 (959.55, 1139.69) 

Table 6-3: Mean server response delays for SIP 

 

Server 

queue 

size 

(calls) 

Mean 

delay 

(msec) 

Standard 

deviation 
Confidence interval (95%) 

100 755.77 992.59 (699.13, 812.4) 

200 1030.39 1392.59 (941.46, 1119.32) 

300 1145.02 1472.4 (1047.01, 1243.03) 

400 1205.5 1536.38 (1100.34, 1310.65) 

500 1149.63 1434.47 (1051.21, 1248.05) 

600 1155.68 1460.5 (1055.96, 1255.4) 

700 1213.87 1543.15 (1108.12, 1319.62) 

800 1177.49 1515.59 (1072.72, 1282.25) 

900 1279.31 1629.86 (1163.13, 1395.49) 

1000 1209.43 1514.79 (1106.75, 1312.11) 

Table 6-4: Mean server response delays for PrivaSIP-1-RSA 
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Server 

queue 

size 

(calls) 

Mean 

delay 

(msec) 

Standard 

deviation 
Confidence interval (95%) 

100 627.03 877.59 (577.83, 676.24) 

200 828.42 1223.53 (756.79, 900.04) 

300 993.72 1431.08 (907.41, 1080.03) 

400 999.01 1404.05 (912.5, 1085.51) 

500 951.42 1348.1 (868.73, 1034.11) 

600 973.94 1369.37 (889.11, 1058.77) 

700 1000.87 1385.58 (915.21, 1086.54) 

800 991.05 1401.81 (904.08, 1078.03) 

900 1065.5 1494.8 (972.76, 1158.24) 

1000 1019.43 1409.61 (933.09, 1105.77) 

Table 6-5: Mean server response delays for PrivaSIP-1-ECIES 

 

Server 

queue 

size 

(calls) 

Mean 

delay 

(msec) 

Standard 

deviation 
Confidence interval (95%) 

100 494.43 806.16 (449.32, 539.53) 

200 586.44 969.07 (531.12, 641.75) 

300 716.1 1182.66 (656.95, 775.24) 

400 716.35 1174.95 (647.1, 785.59) 

500 731.04 1218.94 (658.81, 803.27) 

600 776.28 1295.45 (699.65, 852.9) 

700 762.36 1219.36 (689.81, 834.91) 

800 834.99 1346.2 (754.29, 915.69) 

900 860.8 1356.03 (778.94, 942.67) 

1000 936.5 1433.47 (848.75, 1024.26) 

Table 6-6: Mean server response delays for PrivaSIP-1-AES 
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Server 

queue 

size 

(calls) 

Mean 

delay 

(msec) 

Standard 

deviation 
Confidence interval (95%) 

100 1244.53 1254.74 (1152.69, 1336.37) 

200 1522.85 1592.64 (1382.97, 1662.73) 

300 1651.57 1662.91 (1497.93, 1805.21) 

400 1634.69 1644.03 (1477.84, 1791.55) 

500 1741.45 1744 (1578.31, 1904.59) 

600 1576.77 1611.76 (1417.22, 1736.32) 

700 1721.93 1701.06 (1562.63, 1881.24) 

800 1800.18 1853.96 (1627.34, 1973.02) 

900 1858.92 1821.25 (1685.77, 2032.07) 

1000 1749.49 1718.94 (1587.58, 1911.39) 

Table 6-7: Mean server response delays for PrivaSIP-2-RSA 

 

Server 

queue 

size 

(calls) 

Mean 

delay 

(msec) 

Standard 

deviation 
Confidence interval (95%) 

100 886.16 1018.81 (822.8, 949.53) 

200 1150.4 1346.81 (1063.47, 1237.33) 

300 1363.94 1571.47 (1256.25, 1471.63) 

400 1403.3 1575.52 (1294.6, 1512.01) 

500 1497.01 1726.1 (1376.34, 1617.68) 

600 1523.73 1755.12 (1400.64, 1646.83) 

700 1449.43 1623.98 (1336.04, 1562.82) 

800 1433.99 1672.32 (1315.63, 1552.34) 

900 1392.1 1591.52 (1272.04, 1512.17) 

1000 1378.73 1571.97 (1258.98, 1498.47) 

Table 6-8: Mean server response delays for PrivaSIP-2-ECIES 

Figure 6-5 and Figure 6-6 depict the mean server response delays for all our implementations 

for different server queue sizes. The X axis represents the size of the queue, while Y axis shows 

the mean response delay computed for each queue size in msecs. In each point we have also 

included the corresponding confidence interval as error bars. 
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Figure 6-5: Server response delays for PrivaSIP-1 

 

 

Figure 6-6: Server response delays for PrivaSIP-2 
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6.6 Comparison with existing schemes 

This section provides a comparison of PrivaSIP with related schemes presented in the previous 

chapter. The same criteria and methodology of the previous chapter will be used in order to 

have an as accurate comparison as possible. The results of this comparison are summarized in 

Table 6-9. In this table the findings of the previous chapter were included so as to have a 

qualitative comparison of all schemes at a glance. 
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Schemes 

Criteria 
S/MIME 

SIPS 

URI/TLS 
IPsec 

Anonymous 

URI 

Privacy 

mechanism 
PrivaSIP-1 PrivaSIP-2 

Cryptography √ √ √ × √ √ √ 

Authentication × √ √ × × √ √ 

PKI full full × × limited limited8 limited 

Anonymity vs. 

pseudonymity 
anonymity anonymity anonymity anonymity anonymity pseudonymity pseudonymity 

Inter-Domain 

agreements 
× √ √ × √ × × 

Multidomain 

support 
√ √ √ √ √ √ √ 

Untrusted 

proxies 
× × × × × √ √ 

Domain name 

protection 
× × × √ × × × 

IP address 

protection 
× × × × × × × 

Privacy 

level 

Caller 5 2 2 7 6 6 6 

Callee 1 2 2 1 1 1 4 

Hop-by-hop vs. 

end-to-end 

privacy 

end-to-

end 

hop-by-

hop 

hop-by-

hop 
end-to-end end-to-end end-to-end end-to-end 

Stateful vs. 

stateless 
both stateful both both stateful both both 

Deployment difficult difficult difficult easy medium medium medium 

        

√: supported/required      

×: not supported/not required      

Table 6-9: Privacy schemes comparison 

                                                           

8
 It depends on the implementation. For example, in PrivaSIP-1-AES no PKI is needed. 
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6.6.1 PrivaSIP-1 

Cryptography: This solution protects user’s privacy based on cryptography. 

Authentication: PrivaSIP-1 supports Digest authentication; furthermore during the 

authentication process the username of the caller is protected. 

PKI: No PKI at all or a limited PKI is needed. The term “limited” is used because digital certificates 

will be issued and managed only for Proxies and not for end users. Moreover, managing 

certificates for a small number of trusted servers is easier than doing the same for all SIP users. If 

a method like PrivaSIP-1-AES is used then there is no need to setup a PKI. 

Anonymity vs. pseudonymity: The protection of user’s ID involves the encryption of this ID and 

the transmission of its encrypted form. This encrypted form is a pseudonym and the real ID can 

be recovered by this pseudonym by entitled entities. 

Inter-Domain agreements: This scheme does not require any kind of trust agreement to exist 

between different administrative domains. 

Multidomain support: This method can support multidomain environments even when different 

administrative domains do not have established any kind of trust agreement between them. 

Untrusted proxies: This mechanism can protect caller’s IDs and Digest authentication passwords 

even when untrusted proxies exist in the path between the user and his Home Domain. 

Domain name protection: This scheme does not protect the name of the caller’s Home Domain. 

IP address protection: The IP addresses of the communicating parties are not protected. 

Privacy level: For caller’s ID this mechanism reaches Level 6 while for callee’s ID it is at Level 1. 

Hop-by-hop vs. end-to-end privacy: PrivaSIP-1 offers end-to-end privacy. 

Stateful vs. stateless mode: This mechanism can be supported by either stateful or stateless SIP 

Proxies. 

Deployment: The modification needed by this scheme in UAs and Proxies is the addition of 

encryption/decryption abilities. Apart from this, a PKI is needed which is however limited to 

manage certificates issued only to Proxies. Due to the limited nature of PKI this method is 

consider to require medium deployment effort.  

6.6.2 PrivaSIP-2 

Cryptography: PrivaSIP-2 is also based on cryptography. 

Authentication: This method supports Digest authentication while at the same time protecting 

the username of the caller. 

PKI: Here a limited PKI is needed. 

Anonymity vs. pseudonymity: Both users IDs (caller’s and callee’s ID) are encrypted prior to their 

transmission and are pseudonyms of the real IDs. 

Inter-Domain agreements: Similarly to the previous one, this scheme does not require any trust 

agreements between different administrative domains. 

Multidomain support: Multidomain environments can be supported in this method even when 

different administrative domains do not have established any kind of trust agreement between 

them. 
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Untrusted proxies: PrivaSIP-2 protects both caller’s and callee’s IDs and Digest authentication 

passwords even when untrusted proxies exist anywhere in the call path. 

Domain name protection: This scheme does not protect domain names. 

IP address protection: The IP addresses of the communicating parties are not protected. 

Privacy level: For caller’s ID this mechanism reaches Level 6 while for callee’s ID it reaches Level 

4. 

Hop-by-hop vs. end-to-end privacy: This scheme offers end-to-end privacy. 

Stateful vs. stateless mode: This mechanism can be supported by either stateful or stateless SIP 

Proxies. 

Deployment: What applies in PrivaSIP-1, also applies here; hence this method needs medium 

deployment effort.  

6.7 Discussion 

This section provides a discussion on some interesting points from comparing related schemes 

with PrivaSIP and from the observation of the performance measurements. The first one has to 

do with ID hiding. In some occasions it is desirable from the caller not to reveal his ID to the 

callee. This ID hiding type is supported by PrivaSIP schemes and by two other schemes as well, 

namely “Anonymous URI” and “Privacy mechanism for SIP”. The difference here is that only the 

two PrivaSIP variations can support this feature while simultaneously protecting the Digest 

username during the authentication process.  

Perhaps the most important advantage of PrivaSIP methods is their ability to maintain their 

privacy protecting features while operating through untrusted domains even when these 

domains are placed between the caller and his Home Domain. While S/MIME can also protect 

the user’s ID, it cannot protect his username during Digest authentication. Furthermore, it 

cannot offer caller’s ID hiding from the callee. 

Another consideration is that only “Anonymous URI” can protect the Home Domain name of 

the caller; however this method is less practical since it cannot support authentication. 

Regarding the IP addresses of the communicating parties it is evident that no method can 

effectively protect them from eavesdroppers; a possible exception to this would be the 

employment of IPsec in tunnel mode but this would create performance issues. While both 

domain names and IP addresses are considered private information they should remain publicly 

available so that the two parties can communicate with each other during as well as after the 

session establishment. 

One final remark concerning PrivaSIP is the acquisition of Proxy certificates. It is assumed that 

the UAs have in their possession the digital certificates of the Proxies they need. This is a logical 

assumption concerning the Home Proxy certificate of each user; however the same cannot be 

straightforwardly asserted for other Proxies. Thus, when PrivaSIP-2 is utilized the caller’s UA 

should first acquire and check the certificate of the callee’s Home Proxy and then proceed to the 

protection of the messages. This however happens usually once and stands for multiple sessions, 

i.e., until the certificate of the corresponding foreign SIP Proxy that contains the public key 

expires. When symmetric cryptography is utilized it is assumed that the user shares a Digest 

password with his Home Proxy which is of course a viable assumption. 

As it has already been stated, each PrivaSIP variation serves different purposes. From the 

conducted experiments some conclusions as to which implementation is more efficient and easy 
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to deploy in different contexts can be drawn. For PrivaSIP-1 it seems that the implementation 

with AES is the best choice since it is the most efficient one and the easiest in deployment; it 

only reuses the already shared Digest password between the caller and his Home Proxy and does 

not mandate any sort of PKI. For PrivaSIP-2 the most efficient implementation is the one that 

uses ECIES with the difficulties in deployment being the same with RSA since a PKI is needed to 

manage certificates for the Proxies. While ECIES presents higher delays on the client side, it also 

presents lower delays than RSA on the server side; in our case this is a desired effect since the 

imposed client delays are not perceived by the end user. 

6.8 Summary 

Before SIP can be utilized in a large scale certain security issues must be solved. While SIP is a 

simple and easy to deploy protocol, it turns out that some of the security problems related with 

it are hard to solve. One such problem is privacy since SIP messages cannot be cryptographically 

protected as a whole. Here, a novel framework has been proposed that can alleviate this privacy 

issue. 

The PrivaSIP framework was presented here and a number of different implementations were 

evaluated in terms of time delay; also a qualitative comparison with existing schemes was 

provided. It turns out that PrivaSIP can protect user IDs more effectively in terms of privacy 

protection than existing schemes and in cases where existing methods fail to satisfy users’ 

privacy needs. This is especially true when a fair balancing between privacy and performance is 

terminus. The most significant advantage of PrivaSIP framework is that it can assure user ID 

protection even when SIP messages are transmitted through untrusted SIP domains, while the 

respective performance results show that this can be achieved with no perceived delay by the 

end user. The quantitative analysis through testbed experimentation showed that for the client 

side the delay is negligible, while the cost on SIP Proxies turns out to be highly dependent on the 

chosen implementation ranging from comparable to standard SIP to quite expensive in terms of 

time delay. To clear out things, a discussion on which implementations are appropriate under 

certain circumstances based on efficiency and easiness of deployment has been provided. 
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Chapter 7 -  Conclusions and future work 

In the previous chapters the emerging environment of NGNs was described and the privacy 

issues related with it; it was also shown that when demanding applications are in place, like 

multimedia delivery, their special characteristics put an extra burden to security designers. The 

main difficulty here is that security must be preserved but only with some reasonable cost in 

terms of performance delay, especially when security operations are executed during the time 

period the mobile node handoffs to a new cell and/or network. 

This chapter provides the conclusions drawn from the research conducted during the study for 

this thesis. It also discusses future work and open issues that were not covered in or spring from 

this thesis. 

7.1 Conclusions 

A number of different wireless technologies exist today; while these technologies will probably 

continue to exist, it is foreseen that they will converge into a common IP-based platform and 

end users will be able to roam between these different multidomain networks. This transition 

from closed, proprietary systems like 2G towards the open architecture of the Internet will 

create several new security related threats and arise trust and privacy issues. The solution to 

these problems is the reuse of security mechanisms already used in the Internet, appropriately 

adapted to the new environment. These mechanisms have the advantage of having an open 

nature in terms of specification design and being extensively tested in practice. 

In this new heterogeneous environment the performance of demanding applications like 

multimedia delivery is a very challenging issue since service disruptions and discontinuations are 

not acceptable by the end users. The situation becomes even more difficult when security 

operations are required which can sometimes add significant time delays. This problem 

necessitated the need for secure handoff optimization schemes which can effectively deal with 

the abovementioned imposed delays. 

A more special case of security in multimedia services over all-IP wireless heterogeneous 

networks is end users’ privacy protection. The reason is that, as it currently stands, end users 

usually have contract with only one network and service provider. In NGNs where multiple 

network and service providers will co-exist and offer their services to end users, personal 

information will follow a path that is untrusted and possibly unknown. This poses serious threats 

for the users and their sensitive data, let alone the legal aspect of the problem. 

The following subjects were examined in this thesis and the conclusions drawn in each are 

described below: 

 Handoff performance. Handling mobility in heterogeneous networks is a difficult task 

especially when multimedia services are delivered to the end user. Chapter 3 reviews such 

solutions which take security into consideration and try to minimize delays during handoff; 

this survey showed that there are a large number of very different mechanisms some of 

which show significant performance improvement. A further remark here is that the 

methods showing the largest improvement over minimizing handoff time delays are those 

which use an “overall solution” approach. What this means is that their operation and 

optimization techniques span across multiple layers and not on one layer, e.g. application or 

network layer only. For instance there are methods that include DHCP operations taking 
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place in parallel to security operations on higher layers. Methods that do not follow this 

approach, present performance improvements only on the specified layer, while all other 

delays remain intact. Another observation, which led to the next subject of research, is that 

no secure handoff optimization method protects the privacy of end users; an exception here 

is the “Optimistic access” method which while operates at the link layer, it was included in 

the survey with the perspective that it can be applied to other layers as well. 

 Privacy during roaming. The Next Generation of Networks will span across multiple 

administrative domains. This creates serious security threats and in chapters 3 and 4 it was 

shown that privacy in fast, secure handoff methods is a serious and still open issue. In 

chapter 4 we have proposed two novel schemes for the protection of end users’ privacy, 

each one suitable for different types of applications. The first one takes longer to handoff 

but poses a small amount of signaling load to the core network, making it more suitable for 

applications that can tolerate longer delays or for lower priority application traffic. The 

second one requires the exchange of a larger number of messages but has better 

performance during handoff, which makes it more useful as a part of an overall solution for 

seamless handoffs when delivering multimedia services. The privacy in these schemes is 

protected by not transmitting the real ID of the user to foreign domains and using random 

temporary NAIs as user IDs. Our solutions are based on the Context Transfer Protocol, but 

other secure handoff optimization schemes can also be privacy enhanced; this leads to 

adequate privacy preserving solutions, however, new mechanisms should be designed with 

privacy, among other security qualities, in mind in order to provide a more complete and 

rational approach. 

 SIP privacy issues. Protecting privacy in multimedia services means that higher layers where 

the actual multimedia signaling occurs should be protected as well. SIP was selected as being 

the best candidate to comprise the primary multimedia signaling protocol for the Next 

Generation of Networks. The difficulty of providing privacy in SIP lies in the fact that the 

encryption of whole SIP messages is not an option. The evaluation of privacy protection in 

SIP revealed that no extensive research has been done focusing on privacy. Moreover, the 

existing solutions either provide inadequate protection, or their performance renders them 

unusable for multimedia delivery, or they cannot be easily deployed in the forthcoming 

multidomain environment. These observations necessitate the need for further research and 

proposal of new more adequate and efficient solutions. The key here is the tradeoff 

between security and performance; although in this study the focus is on multimedia 

delivery and performance has the first priority, an adequate level of security is required in 

order to increase the users’ trust towards this kind of services and related operators, and 

envision high market penetration. 

 SIP privacy protection. The review of SIP privacy protecting methods revealed that existing 

methods are inadequate under certain circumstances. Privacy protection in SIP for 

multimedia delivery over all-IP wireless heterogeneous networks needs effective and 

efficient mechanisms towards the goal of secure and seamless multimedia delivery; the 

proposed framework, namely PrivaSIP, is one such mechanism. As we showed in chapter 6, 

PrivaSIP achieves greater privacy levels than existing methods, while at the same time being 

easier in deployment in existing systems. Moreover, the conducted experiments showed 

that the performance penalty imposed is low both for the server as well as for mobile 

clients. For these experiments a number of different configurations were used with different 

cryptographic algorithms, including the most well known algorithms of each category: AES 

for symmetric, RSA for asymmetric, and ECIES for elliptic curve cryptography; our proposal is 

modular enough so that other cryptographic algorithms can be utilized as well. To sum up, 
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PrivaSIP is a privacy protecting framework for SIP that can satisfy the demanding 

requirements of forthcoming wireless systems. 

7.2 Future work 

The convergence of different types of networks into one unified platform creates numerous 

possibilities for new and existing applications; however, it also creates new threats and security 

issues. In this thesis we have reviewed, analyzed and proposed possible solutions for issues 

related with multimedia delivery in all-IP wireless heterogeneous networks and appropriately 

evaluated their applicability and performance. During this research, new security issues and 

ideas for improving the proposed solutions came up which are summarized here. 

In chapter 3, a review of secure handoff optimization schemes was provided. In this review we 

have included a method, named “Optimistic access”, which is not purely appropriate for all-IP 

heterogeneous networks since it operates at the link layer. However, the authors of the proposal 

agree that it can be adapted to different layers and applications that need an efficient 

mechanism of re-authentication. Consequently, the adaptation of this mechanism to the 

forthcoming environment of NGNs would be an interesting and challenging subject of study. 

Our proposal for two privacy enhanced security context transfer methods was presented in 

detail and qualitatively evaluated. The next step here could be a quantitative evaluation based 

on an experimental testbed or a simulation tool; the second choice seems more promising since 

it would give the opportunity for large scale experiments.  

Another improvement over the proposed methods in this thesis would be the refinement of 

PrivaSIP. As it has been stated, PrivaSIP protects the ID of end users; an expansion to our 

framework would be the protection of other private information as well, like IP addresses and 

domain names. This, however, is a difficult task that needs thorough examination since the 

availability of IP addresses and domain names to intermediate SIP Proxies, is necessary for the 

operation of SIP. 

As we have already stated, our privacy enhanced security context transfer methods and the 

PrivaSIP framework can be combined together to form a more complete solution for providing 

privacy in multimedia delivery over wireless heterogeneous networks. It is obvious, however, 

that these mechanisms are loosely connected to each other so that each one can also be used 

individually. A tighter co-operation between these methods together with the inclusion of other 

time costly operations residing at different layers could provide further improvements towards 

the goal of secure and uninterrupted roaming among different networks and administrative 

domains when receiving multimedia services. While this would provide a truly overall solution 

for Next Generation Networks, it is an open issue which needs further investigation. 
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ACRONYMS AND ABBREVIATIONS 

2G Second Generation (of mobile systems) 

3G Third Generation (of mobile systems) 

4G Fourth Generation (of mobile systems) 

AA Authentication Agent 

AAA Authentication, Authorization, Accounting 

AAAH Home AAA (Server) 

AAAL Local AAA (Server) 

ADSL Asymmetric Digital Subscriber Line 

AES Advanced Encryption Standard 

AN Access Network 

AP Access Point 

AR Access Router 

CA Configuration Agent 

CDMA Code Division Multiple Access 

CHAP Challenge-Handshake Authentication Protocol 

CN Core Network (in 3G) 

CN Correspondent Node 

COPS Common Open Policy Service 

CT Context Transfer 

CTB Context Transfer Block 

CTP Context Transfer Protocol 

EAP Extensible Authentication Protocol 

ECIES Elliptic Curve Integrated Encryption Scheme 

FA Foreign Agent 

FHR Frequent Handoff Region 

GSM Global System for Mobile communications 

GW Gateway 

HA Home Agent 

HD Home Domain 

HMIP Hierarchical Mobile IP 

HTTP HyperText Transport Protocol 

IETF Internet Engineering Task Force 
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IMS IP Multimedia Subsystem 

IP Internet Protocol 

IPsec IP Security 

IPTV Internet Protocol Television 

ITU-T Telecommunication Standardization Sector of the International Telecommunication 

Union 

LAN Local Area Network 

MAN Metropolitan Area Network 

MAP Mobility-adjusted Authentication Protocol 

MCU Multipoint Control Unit 

MEGACO Media Gateway Control Protocol 

MIP Mobile IP 

MN Mobile Node 

MPA Media – independent Pre - Authentication 

NAI Network Access Identifier 

nAR new Access Router 

NAS Network Access Server 

NAT Network Address Translation 

NGN Next Generation Networks 

NGW New Gateway 

nCoA new Care-of Address 

nPoA new Point of Attachment 

OAEP Optimal Asymmetric Encryption Padding 

oCoA old Care-of Address 

OIRPMSA Optimized Integrated Registration Procedure of Mobile IP and SIP with AAA 

operations 

oPoA old Point of Attachment 

P2P Peer-to-Peer 

PAP Password Authentication Protocol 

pAR previous Access Router 

PGW Previous Gateway 

PKI Public Key Infrastructure 

PSTN Public Switched Telephone Network 

QoS Quality of Service 
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RADIUS Remote Authentication Dial In User Service 

RSR Region-based Shadow Registration 

RTP Real-time Transport Protocol 

RTCP RTP Control Protocol 

RTSP Real-Time Streaming Protocol 

S/MIME Secure / Multipurpose Internet Mail Extensions 

SCC Security Context Controller 

SDP Session Description Protocol 

SIP Session Initiation Protocol 

SMS Short Message Service 

SR Shadow Registration 

TLS Transport Layer Security 

UMTS Universal Mobile Telecommunications System 

VoIP Voice-over-IP 

WG Working Group 

WLAN Wireless LAN 

WMAN Wireless MAN 
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