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Abstract- In this study, Decision Trees Algorithms were used
with promising results in various critical problems, concerning
heart sound diagnosis. In general this diagnostic problem can
be divided in many sub problems, each one dealing either with
one morphological characteristic of the heart sound or with
difficult to distinguish heart diseases. The sub problems of the
discrimination of Aortic Stenosis from Mitral Regurgitation
and the discrimination between the second heart sound split,
opening snap and third heart sound, are used as case studies.
Using signal-processing methods, we extracted the heart sound
feature vector. Relevance analysis was performed using the
Uneertainty Coefficient. Then for each heart sound diagnosis
sub problem, a Specific Decision Tree (DT) was constructed.
Decision Tree pruning was also investigated. Finally, a General
Decision Support System Architecture for the Heart Sound
Diagnosis problem, is proposed. The partial diagnosis, given by
these DT, can be combined using arbitration rules to give the
final diagnosis. These rules can be implemented by another DT,
or can be based on different methods, algorithms, or even on
expert knowledge. All these can lead to an Integrated Decision
Support System Architecture for Heart Sound Diagnosis.
Keywords - Heart Sound Diagnosis; Decision Trees; Decision
Suppert Systems; Data Mining; Data Distillation

[. INTRODUCTION

New technologies like Echocardiography, CT, and MRI
provide more direct and accurate evidence of heart discase
than heart auscultation, but they are costly, large and
operationally complex, so these technologies are not suitable
for use in rural areas, in homecare and generally in primary
healthcare [1]. Although heart sounds can provide low cost
screening for pathologic conditions, the internal medicine
and the cardiology training programs underestimate the value
of cardiac auscultation and the new clinicians are not well
trained in this field [2]. Therefore efficient Decision Support
Systems would be very useful for supporting clinicians to
malke better heart sound diagnosis especially in primary
healthcare.

[n this study the general heart sound diagnostic problem
is divided in simpler sub problems, each one dealing either
with one morphological characteristic of the heart sound or
with difficult to distinguish heart diseases. For each sub
problem a Specific Decision Tree is constructed. In this
paper two heart sound diagnosis sub problems are presented
i.c. the problem of distinguishing the Aortic Stenosis (AS)
from the Mitral Regurgitation (MR) and the problem of
discrimination between the Opening Snap (OS), the Second
Heart Sound Split (A2_P2) and the Third Heart Sound (S3),
using only heart sound signals.

In particular the first goal of this work is to evaluate the
suitability of various Decision Tree structures for these
important diagnostic sub problems. Among the evaluated
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structures are included both fully expanded Decision Trees
Structures and pruned Decision Trees Structures. The second
goal is to evaluate the diagnostic abilities of the investigated
heart sound features for Decision Tree - based diagnosis. In
both the above evaluations were also examined the
generalization capabilities of the implemented Decision Tree
structures. Generalization is a very important issue due to the
difficulty and the tedious work of having in the training data
set adequate data for all possible data acquisition methods.
The third goal of this work is to suggest a way of selecting
the most appropriate Decision Tree structures and heart
sound features in order to provide the basis of an effective
Decision Support System. Finally a new architecture is
proposed. This architecture is based on the idea of the
consistent diagnosis between the partial diagnoses made
'from each Specific Decision Tree, for each sub problem.

1I. METHODOLOGY

A. Heart sound selection

Cardiac auscultation and diagnosis are quite complicated,
depending not only on the heart sound but also on other
factors. There is also a great variability of the quality of the
heart sound affected by mans factors associated with the
acquisition method. Some important factors are: the kind of
stethoscope used, the sensor that the stethoscope has, the
mode that the stethoscope was used (i.e. bell, diaphragm,
extended), the way the stethoscope was pressed on the
patients skin (firmly or loosely), the medicine that the patient
used during the auscultation (i.e. vasodilators), the patient’s
position (i.e. supine position, standing, squatting), the
auscultation arcas (i.e. apex, lower left sternal border,
pulmonic area, aortic area), the phase of patients’ respiration
cycle (inspiration, expiration), the filters used while
acquiring the heart sound (i.e. anti-tremor filter, respiratory
sound reduction, noise reduction). The variation of all these
parameters leads to a big number of heart sound acquisition
methods. A heart sound diagnosis algorithm should take into
account this variability of the acquisition method, and also
be tested in heart sound signals from different sources and
recorded with different acquisition methods. For this purpose
we tried to collect heart sound signals from different heart
sound sources ([hs1], [hs2], [hs3], [hs4], [hs5], [hs6], [hs7],
[hs8], [hs9]) and create a “global” heart sound database. The
heart sound signals were collected from educational
audiocassettes, audio CDs and CD ROMs; they had already
been diagnosed and related to a specific heart disease and
their morphology had been also recognized. For the first sub
problem we chose 41 heart sound signals with AS systolic
murmnur and 43 ones with MR systolic murmur and for the
second one, 46 heart sounds containing A2_P2, 36
containing OS, and 53 containing S3.
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B. Heart sound preprocessing

The sets of the chosen heart sound signals in a first phase
were pre-processed in order to detect in each signal the
cardiac cycles, i.c. detect the first (S1) and the second (52)
heart sound, using a method that was based on the following
steps:

pa) The wavelet decomposition described in [3] (the only
difference being, that we kept the 4th and 5th level detail, i.c.
frequencies from 34 to 138Hz).

b) The calculation of the normalized average Shannon
Energy ([4]).

¢) A morphological transform action that amplifies the
sharp peaks and attenuates the broad ones ([5])-

d) A method, similar to the one described in [4] that
selects and recovers the peaks corresponding to S1 and 52
and rejects the others.

¢) An algorithm that determines the boundaries of 51

and S2 in each heart cycle.

£) A method that distinguishes S1 from 82 similar to the
one described in [6].

In a second phase [rom each transformed (being
processed in the first phase) heart sound signal we extracted
the standard deviation of the duration of all the heart cycles it
includes, the standard deviation of the S1 peak value of all
its heart cycles, the standard deviation of the S2 peak value
of all its heart cycles, and the heart rate. These were the first
four scalar features (F1-F4) of the feature vector of the heart
sound signal. In a third phase the rest of the features were
extracted: for this purpose we calculated for each heart sound
signal two mean signals for each of the four structural
components of the heart cycle, namely two for the S1, two
for the systolic phase, two for the S2 and two for the
diastolic phase. The first of these mean signals focused on
the frequency characteristics of the heart sound; it was
calculated as the mean value of each component, after
segmenting and extracting the heart cycle components, time
warping them, and aligning them. The second mean signal
focused on the morphological time characteristics of heart
sound; it was calculated as the mean value of the normalized
average Shannon Energy Envelope of each component, after
segmenting and extracting the heart cycles components, time
warping them, and aligning them. Then each of these two S1
mean signals was divided into 8 equal parts. For each part
we calculated the mean square value and this value was used
as a feature in the corresponding heart sound vector. In this
way we calculated 8 scalar features for S1 (F5-F12), 24
scalar features for the systolic period (F13-F36), 8 scalar
features for 82 (F37-F44) and 48 scalar features for the
diastolic period (F45-F92). The systolic and diastolic phase
components of the above first mean signal were also passed
from four bandpass filters: a) a SO-250Hz filter giving its low
frequency content, b) a 100-300Hz filter giving its medium
frequency content, c¢) a 150-350Hz filter giving its medium-
high frequency content and d) a 200-400Hz filter giving its
high frequency content. For each of these 8 outputs, the total
energy was calculaled and was used as a feature in the heart
sound vector (F93-FL00). With the above three phases of
preprocessing every heart sound signal was transformed in a
heart sound vector (pattern) with dimension 1x100,

Finally these preprocessed data feature vectors were
stored in a databasc table. Each record of this table describes
the feature vector of a heart sound signal and has 102
attributes. One attribute for the pattern identification code,
named ID (used as the primary key of this database table),
one attribute that is used for characterization of each heart
sound according to the specific sub problem, named
PartDiag (Partial Diagnosis) and 100 attributes for the above
100 heart sound features (F1-F100).

C. Decision Tree construction

Before constructing and using the Decision Tree
algorithms to classify the heart sounds, a Relevance Analysis
of the features was performed. Relevance Analysis aims to
improve the classification efficiency by eliminating the less

- useful (for the classification) features and reducing the

amount of input data to the classification stage.

In this work we used the value of the Uncertainty
Coefficient ([7]) of each of the above 100 features to rank
these features according to their relevance to the classifying
(dependent variable) attribute, which in our case is the
PartDiag attribute. In order to compute the Uncertainty

Coefficients, the 100 numeric attributes were transformed
into corresponding categorical ones. The algorithm that has
been used for optimizing this transformation for the specific
classification decision is described in [8]. Then for each of
these 100 categorical attributes its Uncertainty Coefficient
was calculated as described in [7] and the decision trees were
constructed according to the method deseribed in [8] and [9],
using as splitting index the entropy index. A separate
Specific Decision Tree was constructed for each sub
problem, using as training set the half of the heart sounds
records of our heart sound database. Fig.1 shows a Specific
Decision tree structure for the problem of discrimination of
AS from MR.

Best 5.1.= 0.575683, S.T. using the feature sys24<0 | Root

5.1.= Spiitting Index
AS 24 rec 48%, MR 26 rec 52% | Node

rec=records
S.1.=Spliting test
Leaf Node

F g
# AS 15 rec 100% 3

Best S.1.= 0418116, 5.T. using lhe [eature
5ys10<0, AS 9 rec 25.7%, MR 26 rec 74.3%

BestS.|. =0, 8T using the feature s2_3<0.01 |
AS 2 rec 7.41%, MR 25 rec 32.5690% |

gy W\* Leaf Node
ﬁigs 2 rec 100%”% MR 25 rec mun,f,,%

Splitting Mude
Best S.1. = 0, 8.T. using the feature s1_1<0
AS 7 rec 87.5%, MR 1 rec 12.5%

Leaf Node /\

#MR 1 rec 100%

S 7 rec 100%

Fig. 1. A Specific Decision Tree structure, constructed for the sub problem
of discriminating AS from MR.

D. Decision Tree pruning

The expansion of a Decision Tree can continue, dividing
the training set in to subsets (corresponding to new child
nodes), until we have subsets-nodes with “homogeneous™
records having all the same value of the classification
attribute. Although theoretically this is a possible scenario in
practical situations usually leads to a Decision Tree structure
that is over-fitted {o the iraining data set and to the noise this
dala set contains. Consequently such a Decision Tree
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structure has mot good generalization capabilities (=high
classification accuracy for other test dala sets). Stopping
rules have been therefore adopled in order to prevent such an
over-fitting; this approach is usually referred to as Decision
Tree Pruning ([10]). A simple stopping rule that has been
cxamined in this work was a restriction concerning the
minimum node size. The minimum node size sets a
minimum number of records required per node i.e. if a node
has less records than a percentage of the initial training data
sct records then the expansion stops from that node.

[II. REsuLTs

The relevance analysis results are related to the sub
problem and the specific classifying atiribute i.c. the
PartDiag attribute in the case of discrimination of AS from
MR has two possible values, namely AS or MR, while for
the sub problem of discrimination between A2_P2, OS and
$3 has three possible values. In both cascs the most relevant
features accerding to the Uncertainty coefficient and the
classifying atiribute were the frequency features (i.c. High
and Medium Frequency Energy in both systolic and diastolic
phase, etc) and the morphological features that describe the
S1(i.e.sl_l...s1_8),theS2 (i.e.s2_1...s2 8). Especially for
the discrimination of AS from MR sub problem the systolic
phase features (sys1, ... sys24) were also valuable.

The constructed Decision Trees were used to classify the
heart sound records that were not used during construction
i.e. the test set records. The same procedure was repeated for
various combinations of test and training sets, for having
better statistical estimation of the results. We remarked, that
for all the examined cases and sub problems, the
classification accuracy was the same, either using the 100
heart sound features, or using the 15 most relevant out of the
100 features. This is very important because using relevance
analysis we can choose the most relevant features and reduce
the computational complexity of a specific sub problem
without worsening the classification accuracy. The Decision

. Tree Pruning did not improve the classification results
significantly. In order to confirm statistically the above
mentioned conclusions, statistical t-tests were performed.
The average classification accuracy, for the discrimination of
AS from MR sub problem, of all the examined cases was
88% while for the discrimination between A2_P2, OS, and
53 sub problem was 68,5%.

[V. DISCUSSION

An effective Decision Support System, assisting the
clinician to make betler diagnosis, should provide reliable
and consistent diagnostic sugge stion, especially to unknown
and new examined cases. Considering the approach used in
this paper, an effective Decision Support System for the
heart sound diagnosis should consider all the partial
diagnoses, made for each specific sub problem, and suggesta
final diagnosis. So the clinician can have the fnal diagnosis
and the justification of this final diagnosis. The justification
will be based on the partial diagnoses. The proposed

architecture for such a Decision Support System consists of a
first stage with various Partial Diagnosis modules and a
second stage with an arbitration module. The arbitration
module decides, whenever inconsistent suggestions appear,
which of the suggestions should be accepted and which of
them should be rejected and finally, combines all the
accepted suggestions to the final diagnosis. The arbitration
rles are defined, considering the heart sound diagnosis
problem and the type of the available partial diagnoses,
proposed by the Partial Diagnosis modules. The arbitration
module can be another Decision Tree, or can be based on
different methods, algorithms, or even on expert knowledge.
This Architecture leads to an Integrated Decision Support
System for Heart Sound Diagnosis.

Some additional Partial Diagnosis modules for specific
sub problems, that can be solved with Decision Trees and
with the appropriate features are: the detection of systolic
murmur and /or diastolic murmur, the determination of the
type of the murmurs (crescendo, decrescendo), of the
frequency content (low, high, medium), the detection of
Mid-systolic click, of arrhythmia, of premature ventricular
contraction, the discriminalion between heart diseases with
similar heart sound signals, between the 4rth heart sound,
cjection clicks and the first heart sound split etc

Fig.2 shows a Decision Support System architecture, for
heart sound diagnosis that is based on Decision Trees (DT)
and therefore is named Multiple Decision Tree Architecture.

Suggestion |
D1 for Sub Prob. 1 LEL%

Suggestion 2
DT for Sub Prab.2

Hear __Final
Suggestion

Sound

BINPO
UCHDLIN

Suggésﬂoﬁ N

DT for Sub Piob.N

Fig. 2. Multiple Decision Tree Architecture for the Hearl Sound Diagnosis
Problem.

V.CONCLUSION

Initially a number of Decision Tree structures have been
evaluated for the discrimination between OS, A2_P2 and S3
and the discrimination of AS from MR, which are regarded
to be difficult sub problems in heart sound diagnosis. Heart
sound diagnosis is very important especially in homecare, in
rural areas and generally in the primary healthcare. The main
criterion for this evaluation was the classification accuracy
of the test data set. The most important conclusions from this
work are the following:

- The Decision Tree algorithms can be used
successfully as a basis for a Decision Support System, which
will assist the young and inexperienced clinicians to make
better heart sound diagnosis. In this way the unnecessary
patient transfers to Hospitals and the redundant examinations
can be reduced. :

- Using Relevance Analysis we can determine a small
critical subset, from the initial set of features that contains
most of the information required for the discrimination, In
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this way the required computational effort for constructing,
training and using Decision Trees significantly decrease.

- For the examined sub problems, the Classification
Accuracy and the Generalization capabilities of the Decision
Tree structures remained the same with pruning, according to
statistical hypothesis testing.

- The generalization capabilities of the Decision Tree
based methods were found to be satisfactory. This is very
important, due to the difficulty and the high cost of having
enough training data for every possible case. The Decision
Tree structures were tested on various training and test data
set and the Classification Accuracy was found to be
consistently high.

- The general heart sound diagnosis problem can be
divided into a number of simpler problems. All these simpler
problems can be solved by separate specialized Decision
Support Systems, which can be based on different methods,
algorithms and features. The partial diagnosis given by these
Decision Support Systems can then be combined to give a
total diagnosis. The combination of all these Decision
Support Systems can lead to an integrated Decision Support
System architecture for Heart Sound Diagnosis.

Further research is required for the evaluation of the
Multiple Decision Tree Architecture and forthe development
of a systematic arbitration rule design methodology. The
selection of the most appropriate Decision Tree structure for
achieving the best Classification Accuracy for a specific
problem is also an open research subject.
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