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ABSTRACT

Mobile devices have evolved and experienced an immense popularity over the last few years. This growth however
has exposed mobile devices to an increasing number of security threats. Despite the variety of peripheral protection
mechanisms described in the literature, authentication and access cofitrol cannot provide integral protection against
intrusions. Thus, a need for more intelligent and sophisticated security‘controls such as Intrusion Detection Systems (IDSs)
is necessary. Whilst much work has been devoted to mobile devicé IDSs, xésearch on anomaly-based or behaviour-based
IDS for such devices has been limited leaving several problems unsolved: Motivating by this fact, in this paper we focus on
anomaly-based IDS for modern mobile devices. A dataset consisting of iPhone users data logs has been created and various
classification and validation methods have been evaluated to assess their effectiveness in detecting misuses. Specifically,
the experimental procedure includes and cross-evaluates four machine learning algorithms (i.e. Bayesian Networks, Radial
Basis Function, K-Nearest Neighbours and Random Forest) which classify the behaviour of the end-user in terms of
Telephone calls, SMS and Web browsing history. In ‘order to deétect illegitimate use of service by a potential malware or
a thief, the experimental procedure examines the aforemientioned services independently as well as in combination in a
Multimodal fashion. The results are very promising showing the ability of at least one classifier to detect intrusions with a
high True Positive Rate (TPR) of 99.8%.
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1. INTRODUCTION

mobile devices and the physical vulnerability, i.e. rewiring
a circuit on the chip or using probing pins to monitor data

Mobile devices have evolved and experienced a great
success over the last few years [1]. Such devices
are capable of performing sophisticated tasks and
communicate through various wireless interfaces [2].
However, along with their popularity, mobile devices face
an everyday growing number of security threats [3, 4]. This
is despite the variety of peripheral protection mechanisms
proposed in the literature in recent years. Without doubt,
authentication and access control methods can be used
in many cases, but alone, they are not sufficient to offer
integral protection against intrusions. Overall, with the
increasing risk of mobile malware, the theft or loss of
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flows to retrieve private keys or find flaws in the hardware
components [5], designing a highly secure mobile device
is still a very challenging task.

While more than four billion people [6] enjoy their
mobile devices using 2G/3G mobile networks, Kaspersky
Lab has very recently identified 39 new mobile malware
families (SMS trojans, iPhone malware, Android spyware)
with 143 modifications [7]. According to a ScanSafe report
malware volumes grew 300% in 2008, and it is noted that
most of the legitimate web pages crawling on the Internet
are not trustworthy or infected by different kinds of viruses
[8]. Moreover, according to the UK Home Office, 69%
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of robberies include a mobile device [9]. As a result,
a need for more intelligent and sophisticated security
controls such as Intrusion Detection Systems (IDSs) for
mobile devices is necessary. In general, there are two
basic approaches in IDS to detect an intrusion: a) misuse-
based (also called signature-based), and b) anomaly-
based (also called behaviour-based). Although misuse-
based IDS can immediately be employed to monitor the
mobile environment, only an anomaly-based IDS is able
to detect new, unforeseen vulnerabilities and variants of
known attacks. Anomaly-based intrusion detection profiles
normal behaviour and attempts to identify patterns of user
activities that deviate from a predefined or dynamically
updated profile [10]. Whilst much research has been
devoted to IDS, in the context of anomaly detection, the
exploration of what is defined as “normal” has been limited
and several important problems remain unsolved [11].

In this paper we concentrate on anomaly-based IDS
for modern mobile devices. After gathering a significant
number of iPhone users’ data (profiles) we create our
own input dataset for the experimental detection process.
The goal here is to detect anomalies, i.e. actions that
deviate from the normal behaviour of the legitimate
user. Of course, as already pointed out, such actions
may arise for a number of reasons, including malware,
illegal use of the device etc. Specifically, every user
profile gathered directly from the mobile device includes
all logs from Telephone calls, SMS and Web browsing
services. The collection process has been fostered by a
client-server solution and special care has been taken to
preserve the participants’ privacy and anonymity. Four
different machine learning classifiers have been thoroughly
examined, i.e. Bayesian Networks,Radial Basis Function
(RBF), K-Nearest Neighbours (KNN) and Random Forest
based on their performance, speed and abilityrto detect
anomalies. Also, our experiments take into account two
different types of well known validation,methods, namely
66% split and 10-fold cross validation.

The data analysis has been performed considering a
proxy-assisteddDS system while the implementation of the
corresponding hoest-based IDS is left for future work. Our
findings show theability of Random Forest to successfully
detect misuse of Telephone call, SMS and Web browsing
services by achieving a 99.8% True Positive Rate (TPR)
(also referred to as sensitivity) and contributing about
1.2% of TPR from previous researches. Moreover, the
average Error Rate (1-accuracy) and False Negative Rate
(FNR=1-TPR) we obtained remain less than 1.6% and
0.7% respectively. We extensively discuss our findings
that aside from TPR consider other important metrics
like accuracy, response time and Receiver Operating
Characteristic (ROC) curve analysis. Note that to the best
of our knowledge this is the first work that attempts to
classify intrusions using four popular machine learning
algorithms and takes into consideration the Web browsing
service as well. Another important contribution of this
work is that we examine the Telephone call, SMS and
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Web browsing services logs not only separately but also
combined in a Multimodal fashion.

The rest of the paper is organised as follows. The next
section addresses previous work on the topic. Section
3 presents the methodology used throughout this work.
First, some issues about the data collection process are
discussed. Second, it provides a description of the work
carried out to extract knowledge from the collected data,
the statistical analysis and the classification experiments.
Section 4 presents and discusses the evaluation outcomes
of this work. Section 5 provides single user ROC curves
experiments [12], which are used to identify the quality
of a possible mobile device IDS using the aforementioned
algorithms. Finally, section 6 concludes the paper and
provides some future directions.

2. RELATED WORK

The workyin [13] proposed a prototype of a tool, based on
a supetrvised Artificial Neural Network (ANN), to detect
anomalous «behaviour on mobile communications, such
as serviee fraud and Subscriber Identity Module (SIM)
card cloning. The authors, based on their prototype, report
accuracy of @92.50% detection of fraudulent users and a
92.5% correct classification of legitimate users. The work
in [14] proposed the Bayes Decision Rule (BDR) towards
the generation of mobility user profiles within the Global
System for Mobile Communications (GSM) network. By
utilising their method the authors managed to achieve a
TPR of 83.50%. One problem with this approach is the
privacy of the end-user’s usage log files, which are exposed
to the telecom carriers in order to detect mistrusted users,
as explained in [15].

Hollmén [16] has proposed fraud detection techniques
in mobile networks by means of user profiling and
classification. Specifically, the author used ANN and
probabilistic models to detect anomalous usage and
achieved a TPR of 69%. However, the presented method
for fraud detection is based on an available large database
with billions of records. As a result, this method can be
seen only as a specific user profiling problem in fraud
detection. The authors in [17] used ANN to form short
and long-term statistical behaviour profiles for GSM and
Universal Mobile Telecommunication Systems (UMTS)
networks. They define two time spans over the call data
records, i.e. a shorter sequence or Current Behaviour
Profile (CBP) and a longer one or Behaviour Profile
History (BPH). They also used the maximal entropy
principle to create statistical profiles and Hellinger distance
to calculate the distance between CBP and BPH. If this
distance is greater than some pre-determined threshold, an
alarm is raised.

The authors in [15] discussed how ANN and other
tools can be applied against frauds in first generation (1G)
mobile networks. They also presented an on-line security
system for fraud detection of mobile phone operations
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using the RBF model. They have pointed out that it is
very hard to build a system capable of identifying any
possible fraud; however they managed a TPR of 97.50%.
Also, the authors in [18] proposed an on-line anomaly
detection algorithm, based on Markov Model, where the
key distinguishing characteristic is the use of sequences
of network cell IDs traversed by a user. With this IDS
they attempted to address the problem of SIM cloning
and MAC-address spoofing. Through their experimental
procedure a TPR of 87.50% has been attained. The work in
[3] proposed a mobility-based anomaly detection scheme
to detect cloning attacks and cell phone losses. The authors
employed several methods, such as high order Markov
techniques, the exponentially Weighted Moving Average
Model (WMAM) and the Shannon’s entropy in order
to explore normal usage profile. The highest TPR they
achieved was 89%.

Recently, in [19] the authors presented a testbed
for experimenting with anomaly detection algorithms
and demonstrated its properties using two unsupervised
anomaly detection methods, i.e. Self-Organizing Map
(SOM) and clustering. They conclude that both methods
are suitable for network monitoring. The work in [20]
presented a behavioural detection framework for malware
targeting mobile devices. Particularly, the framework
generates a malicious behaviour signature database by
extracting the key behaviour signatures from the mobile
malware. By using this scheme the authors tried to\apply
a method called Temporal Logic of Causal Knowledge
(TLCK) in order to address the challenge of behavioural
detection. This is managed by providing a compact
”spatial-temporal” representation of program behaviour.
To identify malicious behaviour they used Support Vector
Machine (SVM) classification £0 train /a classifier from
both normal and malicious data: Their‘evaluation on both
simulated and real-world malware samples indicates that
behavioural detection is able to identify current mobile
viruses and worms with more than 96% accuracy. The
authors in [21] proposed, VirusMeter, a malware detection
system and cross-evaluated Linear Regression, ANN and
Decision Treesy, for their ability to detect anomalous
behaviours on mobile devices. By monitoring power
consumption on a mebile device and using ANN they
achieved TPR of 98.60%. However, VirusMeter detection
can be affected because the precision of battery power
indicators may vary significantly between different mobile
Operating Systems (OS).

Table I summarises all methods used including TPR
and FPR (where it is referred) for the aforementioned
anomaly-based mobile IDSs. We can easily observe that
the most frequently applied technique is the ANN [13, 15,
16, 17, 19, 21]. Note that ANN is a sophisticated technique
capable of modeling extremely complex functions [22].
Some other classification techniques that have been
employed so far are Knowledge Based [13], BDR [14],
Probabilistic methods [16], Markov Model [3, 18], SVM
[20], Linear Regression and Decision Trees [21]. Finally,
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Clustering techniques have been used for mobile network
intrusion detection as well [19].

Despite the fact that all the aforementioned researches
have significantly contributed to the anomaly-based IDS
for mobile devices issue several important problems
remain unsolved. Currently, the main disadvantage of
most IDS for mobile devices that use anomaly detection
techniques is the high false alarm rate (FPR) [23]. Hence,
there is an urgent need for methods that substantially
improve the detection rate while minimising the false
alarms. Also, so far the literature focused only on
cellular networks and in particular in Telephony and
SMS services. Nevertheless, mobile devices have evolved
and experienced a great success over the last few years
being capable of performing sophisticated tasks and
communicate through various interfaces [2]. Thus, it is
very important any analysis of user profile to take into
account the data originating from the provision of other
services such as Web browsing, email etc. This way the
IDS would be more effective in detecting abnormalities
in behaviour which naturally may be induced not only by
malicious individuals but also by stelth malware running
on ‘the mobile device. For example, this may happen
when ‘thé malware tries to send a considerable amount
of intercepted information via SMS and/or use telephone
numbers that'have not been dialed by the legitimate user in
the past [24].

3. METHODOLOGY

Taking into account the above discussion we conclude
that there is a need for more intelligent and sophisticated
security controls, such as anomaly-based IDSs, to tackle
mobile device intrusions. To do so, various user’s actions
or behaviours performed on the mobile device should be
collected in order to create behavioural profiles and to
effectively discriminate legitimate users from intruders.
Several features of the collected dataset can be used as
input for a number of machine learning classifiers to
investigate and optimise the performance of an anomaly-
based IDS. In this stage, data analysis can be performed
offline or assigned to a proxy server. Later on, by
capitalising on the results, one can build a dynamically
updated host-based IDS that runs directly on the mobile
device in real-time. In this section we provide information
on the data collection process, the type and structure of
data we are going to analyse as well as on the selected
validation and classification methods.

3.1. Data collection

Earlier research in the field of mobile IDS has particularly
focused on Telephone calls and SMS in order to detect
illicit use of services. Nevertheless, as already pointed out,
nowadays users do not employ their mobile device only
for these basic services but they also use it for a variety of
other services such as Web browsing. For this reason, our
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research is not only bound to collect data from Telephone
calls and SMSs, but also the Web browsing history ones.
With the variety of these data we attempt to create an
integrated user behaviour profile that combines the most
popular services and hence can better depict user’s normal
behaviour.

The main problem of the data collection process is
to find a critical mass of users (sample) that are willing
to provide us with their sensitive data for the need of
this research. Even though the data will be collected in
an anonymised form it is very difficult for someone to
supply them. Also, the plethora of different mobile devices
and OSs makes the collection of such private data more
difficult. Specifically, each mobile OS stores these data
differently. In addition, most of the modern mobile OSs
keep user sensitive files or databases along with kernel’s
data. Therefore, because of the sensitivity of such data, the
access privileges are limited in the general case. Indeed,
all the latest mobile OSs do not allow access to these files
in order to protect the privacy of the end-users. In some
cases, the only way to gain access to this information is
to somehow bypass root privileges. However, this raises
ethical problems and at the same time reduces the number
of willing to participate individuals in such a research. Last
but not least, to facilitate such a research it is necessary to
provide a straightforward data collection method.

To cope with the aforementioned problems we decided
to collect data from only one popular and modern mobile
device. iPhone is a modern worldwide mobile device
with over 50 million items sold until April 2010 [25].
Moreover, iPhone, like any other ultramodern mobile
device, supports a variety of different (mainly wireless)
network technologies. Through these network interfaces,
mobile devices are able to synchronise with desktop
computers. iPhone’s iOS is not only able to'Synchronise
with a desktop computer, but at the same time can
automatically keep backup files in ‘the same machine.
These backup files are kept in Structured Query Language
(SQLite) databasés and in Property Lists files (plist).
Therefore, iPhone backup is the proper solution to the data
collection issue:

In order to collect thefrequired data and simplify the
data collection process; the iBackup client-server system
has been created. The iBackup server is hosted within the
University’s domain and consists of a Web site (http://
ibackup.samos.aegean.gr/), a database and the
iBackup server application. Every iPhone user is able
to participate in the data collection process, by simply
downloading the iBackup client. This client is the main
application that is used to facilitate the data collection
process. Because iPhone is able to synchronise [26] only
with Windows and Macintosh OSs, the data can be
collected only through these OSs. Table II summarises the
iPhone files required for each particular service and the
particular features which we choose to collect and use
in the experiments. The only collected properties from
which user’s information can be leaked are the telephone
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numbers and the Web site hyperlinks the user has visited.
Hence, in order to preserve user’s anonymity, a hash
function, namely SHA-1 has been used [27]. By doing so,
unlinkability is preserved since there is no such a way to
link user’s true data with specific published data in the
server side. A detailed analysis of these properties is given
in the next section.

3.2. Data structure

According to our study four scenarios of experiments
have been conducted for all the users in the sample.
The first three of them focus on Telephone call, SMS
and Web browsing services having each service analysed
independently. Specifically, as it is discussed in the
following, for each particular service, N data files have
been created where'a vectoriof associated features has been
stored per event. Hence, each file contains the data of the
corresponding legitimate user and the data of the rest N-
1 users that represent the potential intruders. This means
that, for each user in the dataset the corresponding data file
contains a).he user’s personal data, referred to as normal
behaviout data, and b) all other users’ data that represent
potential‘illegal behaviours.

Every record of the Telephone call data file is composed
of the following collected features. First, the feature
Number refers to the telephone number of the caller
or, the callee. This field has been anonymised via
the use of the SHA-1 hash function. The Timestamp
feature, refers to a UNIX timestamp (based on seconds
since standard epoch of 1/1/1970), and represents the
date and time a telephone call took place. Next,
the Flags feature indicates the direction of a call,
that is incoming or outgoing. The Duration feature
represents the duration of a call in seconds. Last, the
Intruder feature is binary representing the two nominal
classes, i.e. if this data belong to the legitimate user
(no) or the potential intruder (yes). An example of
such a record is given by the following quintuplet
(vector) {7e738835c130ec478ec8ae99707ada5Secabd25¢6,
1252676780, 60, 0, no}

Each record of the SMS data file in turn is composed
of the following features. The Number feature refers to the
mobile number the particular message has sent or received.
This feature has been anonymised as well. The Timestamp
feature represents a UNIX date and is referred to the date
and time an SMS has been sent or received. Next, the Flags
feature indicates the direction of an SMS (incoming or
outgoing). The Country feature represents the country of
the sender or receiver. Last, the Intruder property is binary
representing the two nominal classes, i.e. the legitimate
user (no) or an intruder (yes).

The records of the Web browsing history data file are
composed of three features. The Web site Link feature,
which is anonymised, refers to the visited web site. Next
the Timestamp feature corresponds to the date and time
the Web site has been accessed. Last, the Intruder feature
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represents the two nominal classes, a legitimate user (no)
or the intruder (yes).

According to the last scenario, we create a Multimodal
that integrates the evidence presented by multiple services.
Specifically, this scenario is a fusion of Telephone call,
SMS and Web browsing service data. In this way, we
represent the behaviour of the end-user as discrete events
which take place at a specific timestamp. To realise
this blend of information, data files have been created
where a set of relevant features have been stored for
each one of the N users. As with the first three scenarios,
each data file is represented by only one legitimate user
and the rest N-1 users behave as potential intruders.
The Multimodal data files are composed of the Event,
Timestamp and Intruder features. All the three features
correspond to information similar to what was described
in the previous paragraph. An example of the Multimodal
data file is given by the following triplet (vector)
{1b4766fca21995aal15f2bed0d25db5014e73ab94,
1257843913, yes}.

3.3. Methods

To predict and classify potentially unauthorised actions
and malicious occurrences in user behaviour, while min-
imising the rate of incorrectly flagging, various machine
learning classifiers have been utilised. Specifically, the
analysis procedure takes into account and cross-evaluates
four supervised machine learning algorithms, i.e. Bayesiafi
Networks, RBF, KNN and Random Forest which pattern
the behaviour of the end-user, in terms of Telephone calls,
SMS, Web browsing history, and Multimoedal information.
A Bayesian network, also called.d belief network model, is
an annotated directed graph that encodes the probabilistic
relationships among variables of interest. A Bayesian net-
work classifier is a statistical classification eager method
[28] that may be used as a classifier that gives the posterior
probability distributiomof the class node given the values
of other features. On the)other hand, RBF is a type of
ANN that consists of an input layer, a hidden layer and
an output layer. Specifically, RBF is a single hidden layer
feed-forward networkiand has a static Gaussian function as
the nonlinearity for the hidden layer processing elements
[29]. KNN is one of the simplest classification methods
so far. Also, KNN is a type of instance-based learning,
also known as lazy learning classification, and is based on
the Euclidean distance. A KNN algorithm should be one
of the first choices for a classification study when there
is little or no prior knowledge about the distribution of
the data [30]. Last, the Random Forest is an ensemble of
decision trees such that each tree depends on the values
of a random vector. This vector is sampled with the
same distribution for all trees in the forest and is totally
independent. Random Forest is well-respected amongst the
statistics and machine learning communities as a versatile
eager method that produces accurate classifiers for many
types of data [31].
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For all the scenarios, two different types of well
known validation methods have been employed to divide
the dataset into different sub-samples. The first one is
a percentage split and more specifically a 66% split
validation. The Holdout or Percentage Split method splits
the dataset randomly into two groups, called the training
set and the testing set. The training set (66%) is used to
train the classifier, while the test set (the rest 44%) is
used to estimate the error rate of the trained classifier.
The second method is a k-fold cross-validation and
more specifically a 10-fold one. A k-fold cross-validation
method is a way to improve the holdout method. The
original sample is randomly divided into k equally (or
nearly equally) sized sub-samples, and the cross-validation
process is repeated k times (the folds). Each time, one of
the k sub-samples is used as the test set and the other k-
1 sub-samples are put together to form the training set.
Finally, the average error-across all k trials is computed
[32]. The totally different way these methods operate
will help us to better estimate their impact in the final
classification results in terms of accuracy and speed. So,
whiledthe 66% split method is expected to be faster than
the“10-fold.€ross-validation, it is unclear if and how much
this might affect the classification results.

The analysis of the collected data has been performed
on a laptop machine with an Intel Core 2 Duo T7200 CPU
at 2 GHz and 3.2 GB of RAM. The OS of this machine is
Microsoft Windows 7. Also, data analysis was carried out
using the well known machine learning software package
namely Waikato Environment for Knowledge Analysis
(Weka) [33] with 1 GB memory as the upper bound to
carry out the final classification experiments. The Java
Runtime Environment (JRE) in version 1.6.0_17 has been
used for Weka parameterisation according to guidelines
provided in [34]-[37].

Moreover, in order to select the most appropriate
machine learning algorithms to be used throughout the
data analysis, some preliminary classification tests among
common machine learning classifiers have been conducted
in terms of service time and memory consumption. Bear in
mind that this is a very important task in order to eventually
select those algorithms that are more suitable for a host-
based IDS. Two types of initial tests have been carried out
to address the mobile device memory limitations; the first
one with upper bound of 128 MB and the second with 2
GBs of memory. We selected these bounds because they
correspond to the typical read-only memory and storage
used in modern mobile devices. Also, for these tests an
amount of Telephone calls, SMS, Web browsing history
and Multimodal data files have been chosen randomly. The
results showed that Multilayer Perceptron (MLP) is not
able to run when low to moderate memory usage, i.e. < 2
GB is selected. Moreover, Support Vector Machine (SVM)
runs only with the upper bound of 2 GBs and only if using
the Telephone calls, SMS and Web browsing history data
files. For the above reasons we decided to exclude these
two algorithms from our experiments. It is also stressed
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that Random Forest - due to these memory limitation - was
not able to create the necessary decision trees in order to
classify the Multimodal data files. Table III summarises all
the employed classifiers as well as the obtained results in
every case. Overall, this study left us with the first four
algorithms for further evaluation.

4. RESULTS

In this section we cross-evaluate four machine learning
classifiers in terms of performance and effectiveness to
detect intrusions. Also, we consider two different types
of validation methods to estimate their effect in the final
results. This assessment is not only necessary to ideally
find out the best classifier but also to end up to those that
are more suitable for a host-based IDS (i.e. the ones that
can run directly on the mobile device).

4.1. Descriptive facts

The dataset is consisted of 35 iPhone users’ data and the
participants came from two different countries, Greece
and United Kingdom. The collected data consist of 8,297
Telephone calls, 11,321 SMSs, and 790 hyperlinks. Figure
1 is a snapshot of all the participants’ behaviour profiles
and depicts characteristically the uniqueness of mobile
usage per user. As expected, all the participants use their
mobile devices to make Telephone calls and exchange
SMSs. On the other hand, about 66% of the subjects use
their mobile device to access the Internet.

Also, when analysing the user’s mobile profiles, we note
that only a small percentage of their behaviour is unique.
For example, only the 2% of theSSMSs have been sent to or
received from unique mobile numbers«This means that the
98% of SMSs has been sent to or received from the same
user at least twice. The same behaviour is observed for
Telephone calls and Web site visiting, having a percentage
of 3% and 9% respectively.

4.2. Effectiveness

We consider two metrics to estimate the effectiveness of
the IDS. First, the TPR which is the probability of an alarm
given an actual intrusion, and second, the accuracy which
is defined as the sum of true positives and true negatives
divided by the total number of events. For both metrics we
consider an average value obtained by taking the statistical
average of the values resulting from 35 experiments (i.e.
the total number of cases). In the majority of experiments
the TPR metric gave an average value of 99.3%, while the
average accuracy had a value of 98.5%. As a consequence,
the average Error Rate, which is defined as the incorrectly
classified instances, is less than 1.6% and the average
FNR, which is the probability of no alarm given an actual
intrusion, is less than 0.7%. Figures 2 and 3, summarise the
average TPR and accuracy metrics logged for each sub-
scenario. That is, Telephone calls, SMSs, Web browsing
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history, and Multimodal using the Bayesian Networks,
RBF, KNN and Random Forest classifiers. Recall that for
each algorithm we tested two different validation methods,
namely 10-fold cross validation and 66% split.

Considering the results obtained from Telephone calls,
SMSs and Web browsing history as separate services
we conclude that Random Forest is the most promising
classifier showing optimal results. Specifically, its average
TPR and accuracy remain in all cases above 99.8% and
98.9% respectively. Note that this observation stands for
both validation methods. Bayesian Networks and KNN
also obtained very promising results, that is an average
TPR and accuracy of 99.06% / 98.76% and 99.73% /
99.49% in the worst case respectively. Moreover, in the
first three sub-scenarios, KNN scored higher in accuracy,
compared to Random Eorest; ~99.5% vs. 99.25% in the
worst case respectively. On the other hand, RBF had the
minimum TPR ( ®=96.4%),and accuracy (=94.5%). In
nearly all cases the worst aceuracy is perceived when
analysing the Web history data. This happens because the
volume of the available information collected is less for
all usérs. Naturally, this is expected for the majority of
mobile users. Also, it is worth mentioning that the FNR
in the'majority of the experiments remains below 0.7%.

As already pointed out, to optimise the results, we create
a Multimodal comprising a fusion of Telephone calls,
SMSs, and Web browsing history data. In Multimodal
experiments the best results logged by KNN which
achieved a TRP and accuracy of 99.80% and ~99.5%
respectively. As already noted, Random Forest was not
able to run using the Multimodal data file due to the
memory limitations. In a nutshell, only the KNN algorithm
succeeds to improve its sensitivity by 0.5% compared to
the three first experiments. As a general remark, in the
majority of the experiments, the 10-fold cross-validation
method showed 1% better results in contrast to 66% split
validation one.

4.3. Performance

Although, Random Forest, KNN and Bayesian networks
showed very good detection rates, TPR and accuracy are
not the only metrics to cross-evaluate the classifiers and
shape a better opinion about their efficiency. Another
important metric may be the time the IDS needs to reach a
decision. This is quite important in mobile devices, which
as a general rule, do not afford unlimited computational
and memory resources. In this point of view, an algorithm
that is able to identify and classify the potential intruders
in a small time period is highly appreciated. In this context,
we evaluated all classifiers in terms of speed, i.e. how much
time they need to come to a decision (classification). This
is tested both for every type of collected data (information)
as well as the two available validation methods.

Table IV offers an aggregated comparative view of
the average classification time in seconds for all the
scenarios. This is actually the average time needed for
each algorithm to classify and verify the results with
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the testing dataset. We observe that all the algorithms
using the 66% split validation method achieve very good
performance and classify an intrusion under 3.5 seconds in
all cases. Contrariwise, the 10-fold cross validation method
increases significantly the corresponding times. This is
because the 66% split validation procedure is executed
once and precedes that of classification, while in the 10-
fold cross validation case these phases are executed 10
times consecutively. In the Web browsing history case, this
time was equal to nearly zero computational time for all the
employed classifiers. Naturally, this result depends on the
volume of data to be analysed which in this case is limited.
Bayesian Networks, which is the third best algorithm
considering the TPR metric, is also the quickest algorithm
here succeeding less than 1 second in all cases but one.
KNN and Random Forest incur a greater penalisation in
order to achieve a better classification as already explained.
Note that in the Multimodal case, Bayesian Networks
succeeds the optimal time to classify correctly an intrusion
sacrificing only an average 0.8% TPR compared to the
Multimodal KNN case. Also, it is worth mentioning that
even though KNN is the sole classifier that improved its
performance in the Multimodal scenarios, it was the one
with the highest delay as well.

Table V offers time comparisons between the two
validation methods for all algorithms. As already pointed
out, in the majority of the experiments the 10-fold cross-
validation method produces a little better results compared
to the 66% split one. However, as shown in Table V, using
the latter method the classification procedure has beef
conducted faster by all algorithms.

5. SINGLE USER ROC CURVE
EXPERIMENT

ROC curve analysis has been increasingly used in machine
learning and datafmihing to investigate the relationship
between sensifivity (TPR) and specificity (1-FPR) of
a binary classifier [38]. A ROC curve represents the
tradeoff between the percentage of similar shapes correctly
identified as similar (FPR) and the percentage of dissimilar
shapes wrongfully identified as similar (FPR). Any
increase in sensitivity will be accompanied by a decrease
in specificity (1, 1). The best performance is provided by
curves that pass beside the upper left region (point (0, 1).
This means that the examined IDS provide high detection
accuracy with low false alarm rates. Putting it another way,
this point represents 100% sensitivity (no false negatives)
and 100% specificity (no false positives) which is also
called a perfect classification. The lower left and upper
right points correspond to no detection at all [39]. So in
the following we use ROC graphs to further discuss and
analyse the most important results given in Section 4.

For ROC analysis the data of the thirteenth user has
been selected. This user dataset consists of 100 Telephone
calls, 1,698 SMS and 13 Web browsing history entries.
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Considering the current sample this distribution of entries
per service corresponds to the average user. Figure 4
depicts the obtained ROC curve for this user when utilising
the Random Forest algorithm. This is because Random
Forest scored higher in all scenarios except the Multimodal
one in terms of TPR and accuracy. The graphs have
been derived from the 10-fold cross-validation method for
Telephone calls (left) and SMS (right) experiments. In the
figures the TPR metric is plotted against that of FPR. We
easily note that both ROC curves are lying in the top left,
above the diagonal connecting lower left and upper right
points. Note that the exact coordinates of all the indicated
points that appear on the ROC curves correspond to any
possible threshold value that the IDS can be set to operate.

Figure 5 depicts Web browsing history ROC curves
for Bayesian Networksd(upper left), RBF (upper right),
KNN (lower left), and Random Forest (lower right). All
graphs have been derived from the 10-fold cross-validation
experiments. This time the results for all the algorithms
seem to degrade, but still all curves tend to lie in the top left
corner. For instance, when comparing the plots of Figure
4 with that of Figure 5 we can infer that while Random
Forest presents a good detection rate in the general
case, 1its( specificity has been diminished when taking
into consideration the Web history data independently. As
already pointed out, this penalisation is due to the limited
amount of Web browsing data entries, i.e. only 13 records
in total.

Figure 6 depicts the ROC curves for the Multimodal
scenario using the KNN algorithm. The graphs have been
created when selecting the 10-fold cross-validation (left)
and 66% split validation method (right). We easily confirm
that KNN improved its specificity in Multimodal as already
discussed in Section 4. Last but not least, when comparing
the lower left plot of Figure 5 with those of Figure 6 it is
obvious that the Multimodal, which blends the user data
stemming from all 3 services, decreases significantly the
FPR and achieves almost perfect classification.

As already mentioned, to find out a fair trade-
off between effectiveness and performance is generally
difficult. In this context, it may be better to choose a
classification algorithm like Bayesian Networks and accept
a lower TPR in cases where the mobile device does not
afford sophisticated hardware. Indeed, Bayesian Networks
provides good detection rate and has a small memory
footprint while being very fast at the same time. However,
in cases where one affords a powerful mobile device, KNN
or Random Forest should be his first choice. On the other
hand, when our aim is to detect intruders taking as input
user data coming from only one service, Random Forest is
perhaps the best choice.

6. CONCLUSIONS & FUTURE WORK

Modern mobile devices are capable of providing a wide
range of services over several (mainly wireless) network
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access technologies. Due to the frequent interaction
between such devicesand the Internet a need for anomaly-
based IDS is necessary. However, while a significant
amount of work has been devoted to mobile device IDS
in general, anomaly intrusion detection for such devices
is still immature and several problems remain unsolved.
Our contribution is twofold. First we try to evaluate and
estimate the performance of four popular machine learning
algorithms to detect misuse of mobile device based on
user behavioural profiles. This is done in terms of TPR,
accuracy and response time taking as input a dataset
comprised from a satisfactory number of iPhone user
data logs. Second, we examine the Telephone call, SMS
and Web browsing service logs not only separately but
also combined in a Multimodal fashion. This leads us to
the creation of an integrated user behaviour profile that
combines the most popular services so far. The ultimate
goal here is to construct mobile user behavioural profiles
for normal usage, with the purpose of alarming on user
actions that deviate from the usual behaviour pattern. The
results of the experimental procedure showed the ability of
at least one algorithm to detect misuses with a very high
success rate.

Currently, data analysis is done per service by taking
into account important features of each data log. Another
direction for future research is to organise the data into
clusters, e.g. per weekday or/and per week or even
per hour, and perform additional experiments to further
estimate the efficiency of such an IDS. Also, at present,
we consider a proxy-assisted IDS system. That is, ‘the
application logic is divided between the mobile client
and the proxy which executes in the wired network and
supports the client. This may besdoneito calibrate the
algorithms and address the limitations of the portable
device. From the knowledge gaineds we arepcurrently
working towards extending this work by implementing
a host-based anomaly intrusion deteetion system for
ultramodern mobile devices. This will allow us to further
study the effectiveness'of such machine learning classifiers
in terms of resource utilisation and speed of detection in
real-time, and'directly on mobile hardware and software
platform.
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Table I. Method and corresponding TPR for Anomaly-based mobile IDS

Year Reference Technique TPR FPR
1997 Moreau et al. [13] Supervised & Unsupervised ANN N/A N/A
1998 Buschkes et al. [14] BDR 83.50% | N/A
2000 Hollmen [16] ANN / Probabilistic methods 69% 16%
2001 Burge and Shawe-Tylor [17] Unsupervised ANN N/A N/A
2002 Boukerche and Notare [15] ANN (RBF) 97.50% | N/A
2004 Sun et al. [18] Markov model 87.50% 3%

2006 Sun et al. [3] Markov model 89% 5%

2008 | Kumpulainen and Hatonen [19] ANN (SOM) / Clustering N/A N/A
2008 Bose et al. [20] SVM N/A 6.6%
2009 Liu et al. [21] ANN 98.60% | 4.3%

Table Il. Collected data and their features

Collected Data Corresponding iPhone File Collected features
Telephone calls call_history.db Number, Timestamp, Flag (incoming or outgoing), Duration
SMS sms.db Number, Timestamp, Flag (incoming or outgoing), Country
Web browsing history History.plist Web site link and Timestamp

Table lll. Preliminary classification tests
(T: Telephone calls, S: SMS, WWeb browsing history, M: Multimodal, *won’t run)

Algorithm 128 MB | 2048 MB | Time (sec)
Bayesian Networks | T,S; WM | T.S,WM 0..3)
RBF T.S,WM | T.S, WM 0..26)
KNN TS WM | TS WM (0..131)
Random Forest T,S,W T.S,W ©..7
SVM * T,S,W >=3600
MLP * * *
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RWeb
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E5M5

40% BCall
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Figure 1. A snapshot of participants behaviour profile
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Table IV. Average classification times (in seconds)

Bayesian Networks RBF KNN Random Forest

10-fold | 66% split | 10-fold | 66% split | 10-fold | 66% split | 10-fold | 66% split
Calls 0.9 0.5 4.9 0.7 6.8 1.5 55 1
SMS 0.7 0.1 8.3 1.6 12 33 6 1.5
Web <0.1 <0.1 0.7 0.1 <0.1 <0.1 <0.1 <0.1
Multimodal 1.6 0.6 19.6 2 77.3 16 - -

Table V. Average classification times in terms of yalidation methods (in seconds)

10-fold" |66% split
Bayesian Networks 0.8 0.3
RBF 8.3 I.1
KNN 24 52
Random Forest 3.8 0.8
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Figure 4. Random Forest ROC curves for Telephone call and SMS
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Figure 6. KNN Multimodal ROC curves
(10-fold cross and 66% split validation methods)
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