
ORIGINAL ARTICLE

Addressing privacy requirements in system design:
the PriS method

Christos Kalloniatis Æ Evangelia Kavakli Æ
Stefanos Gritzalis

Received: 3 August 2007 / Accepted: 15 July 2008 / Published online: 7 August 2008

� Springer-Verlag London Limited 2008

Abstract A major challenge in the field of software

engineering is to make users trust the software that they use

in their every day activities for professional or recreational

reasons. Trusting software depends on various elements, one

of which is the protection of user privacy. Protecting privacy

is about complying with user’s desires when it comes to

handling personal information. Users’ privacy can also be

defined as the right to determine when, how and to what

extend information about them is communicated to others.

Current research stresses the need for addressing privacy

issues during the system design rather than during the system

implementation phase. To this end, this paper describes

PriS, a security requirements engineering method, which

incorporates privacy requirements early in the system

development process. PriS considers privacy requirements

as organisational goals that need to be satisfied and adopts

the use of privacy-process patterns as a way to: (1) describe

the effect of privacy requirements on business processes;

and (2) facilitate the identification of the system architecture

that best supports the privacy-related business processes.

In this way, PriS provides a holistic approach from ‘high-

level’ goals to ‘privacy-compliant’ IT systems. The PriS

way-of-working is formally defined thus, enabling the

development of automated tools for assisting its application.
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1 Introduction

Privacy as a social and legal issue, traditionally, has been

the concern of social scientists, philosophers and lawyers

[1]. However, the extended use of various software appli-

cations in the context of basic e-services sets additional

technology-related requirements for protecting the elec-

tronic privacy of individuals.

Most e-services are relying on stored data for identifying

customers, their preferences and previous record of trans-

actions. Combining such data constitutes in many cases, an

invasion of privacy. Protecting privacy is especially

important in e-applications, since the greater collection and

storage of personal data, the lower the trust of users using

the specific applications.

Privacy-related issues are many and varied, as privacy

itself is a multifaceted concept. Privacy comes in many forms,

relating to what one wishes to keep private. Review of current

research, highlights the path for user privacy protection in

terms of eight privacy requirements namely identification,

authentication, authorisation, data protection, anonymity,

pseudonymity, unlinkability and unobservability [2–4]. The

first three requirements are mainly security requirements

but they are included due to their key role in the privacy

protection. By addressing these requirements one aims to

minimise or eliminate the collection of user identifiable data.
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Research efforts aiming to the protection of user privacy

fall in two main categories: security-oriented requirement

engineering methodologies and privacy enhancing tech-

nologies. The former focus on methods and techniques for

considering security issues (including privacy) during the

early stages of system development and the latter describe

technological solutions for assuring user privacy during

system implementation. The main limitation of security

requirement engineering methodologies is that they do not

link the identified requirements with implementation solu-

tions. Understanding the relationship between user needs

and the capabilities of the supporting software systems is of

critical importance. Privacy enhancing technologies, on the

other hand, focus on the software implementation alone,

irrespective of the organisational context in which the sys-

tem will be incorporated. This lack of knowledge makes it

difficult to determine which software solution best fits the

organisational needs.

This paper describes PriS, a method for incorporating

basic privacy requirements into the system design process.

PriS models privacy requirements in terms of organisa-

tional goals and uses the concept of privacy-process pattern

for describing the impact of privacy goals onto the

organisational processes and the associated software sys-

tems supporting these processes. In addition, Formal PriS

provides a formal definition of the Pris way-of-working,

i.e., it formally defines the processes of: (1) analysing the

impact of privacy requirement(s) on organisational goals,

subgoals and process and (2) suggesting of appropriate

sysstem implementation technique(s) for realising these

requirements. The rest of this paper is structured as fol-

lows. Section 2 describes the e-voting system case study

which is used throughout the paper. Section 3 presents the

PriS conceptual framework and way of working. Also it

introduces privacy-process patterns and explains how they

can be used in order to identify appropriate privacy

implementation techniques. Formal PriS presented in

Sects. 4 and 5 discuss PriS in the context of related work.

Finally, Sect. 6 concludes with pointers to future work.

2 The e-voting case

PriS method is demonstrated through an e-voting case

study, regarding the transformation of an Internet based

electronic voting system in order to accommodate the new

legal framework regarding privacy protection.

The initial design of the electronic voting system was

developed in the context of the European Project ‘‘E-Vote’’

by the University of Regensburg, in cooperation with the

University of the Aegean, the Cryptomatic company, the

Quality and Reliability company and the Athens University

of Economics and Business and is described in [5].

According to this description, the main objective of the e-

voting system is to provide eligible citizens the right to cast a

vote over the Internet rather than visiting an election district,

aiming to simplify the election processes thus increasing the

degree of citizens’ participation during elections. It is

described by four main principles that form the four primary

organisational goals namely: (1) Generality, (2) Equality,

(3) Freedom and (4) Directness. Generality implies that all

citizens above a certain age should have the right to partic-

ipate in the election process. Equality signifies that both

political parties—that participate in the election process—

and voters have equal rights before, during and after the

election process and neither the system nor any other third

party is able to alternate this issue. Freedom implies that the

entire election process is conducted without any violence,

coercion, pressure, manipulative interference or other

influences, exercised either by the state or by one or more

individuals. Finally, directness means that no intermediaries

chime in the voting procedure and that each and every ballot

is directly recorded and counted.

A partial view of the system’s current goal model is

presented in Fig. 1. In the last line the doted boxes are the

relevant processes that satisfy organisational goals.

As mentioned earlier, the system has to be re-designed

in order to guarantee that user’s privacy is not violated. To

this end, PriS was applied by two teams of postgraduate

students of the University of the Aegean that worked in

parallel in order to:

1. to analyse the impact of privacy issues on the system’s

goals and processes and propose alternative system

implementations (first team),

2. formally describe the above process and its delivera-

bles (second team);

3. provide feedback regarding both difficulties encoun-

tered and recommendations or incorporation into the

PriS method (both teams).

The students were computer science graduates and had

knowledge of requirements engineering principles but no

experience with the particular method. Work from this case

study is reported in [6, 7]. The findings of this case study

were cross checked with the ones of a second case study

regarding the University of the Aegean Career Office

System [8] which was conducted by two similar groups

during the same period.

3 The PriS method

3.1 PriS conceptual framework

As mentioned above, privacy enhancing technologies focus

on the software implementation alone. In other words,
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there is no obvious link between the organisational pro-

cesses that are constrained by the privacy requirements and

the supporting software systems. This lack of knowledge

makes it difficult not only to determine which software

solution best fits the organisational needs but also to

evaluate alternatives.

To this end, PriS provides a set of concepts for model-

ling privacy requirements in the organisation domain and a

systematic way-of-working for translating these require-

ments into system models. The conceptual model used in

PriS, shown in Fig. 2, is based on the Enterprise Knowl-

edge Development (EKD) framework [9, 10], which is a

systematic approach for developing and documenting

organisational knowledge. This is achieved through the

modelling of: (1) organisational goals, that express the

intentional objectives that control and govern its operation,

(2) the ‘physical’ processes, that collaboratively opera-

tionalise organisational goals and (3) the software systems

that support the above processes. In this way, a connection

between system purpose and system structure is

established.

In more detail, PriS models system requirements as

goals, i.e., state of affairs that need to be attained. Typical

goals are to ‘ensure participation of all eligible voters’ or

‘ensure equality for all participating political parties’.

Goals pertain to stakeholders e.g., voters, political parties,

regulators, the constitution, system designers, etc. Goals

are generated because of issues, such as the ‘need to con-

form to the new legal framework concerning privacy’.

Goals are realised by processes. To this end, high-level or

‘strategic’ goals may be decomposed in simpler, ‘opera-

tional’ goals forming AND/OR goal hierarchies. In

addition, two goals (in different branches of the goal

hierarchy), may support their mutual achievement or may

be in conflict. Such conflicts should be made explicit and

resolved through negotiation among the various stake-

holders involved in the process. The negotiation task can

be facilitated by conflict resolution techniques such as,

requirement prioritisation, voting procedures, etc. During

this process initial goals may get rephrased, some of them

may be rejected and additional goals may be identified.

Privacy requirements as a special type of goal (privacy

goals) which constraint (have impact on) the causal

transformation of organisational goals into processes. In

particular, eight types of privacy goals are recognised,

corresponding to the eight privacy concerns identified in
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Fig. 1 Partial view of the

e-voting system goal model
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Sect. 1. Similar to other organisational goals, privacy goals

may be decomposed in simpler goals or may support/

conflict the achievement of other goals. In this case,

negotiation techniques similar to the ones described earlier

should be used in order to achieve a goal model which best

satisfies stakeholder’s needs. In fact, a number of security

goals exist that influence privacy goals. This is the reason

for including in the privacy goals set a number of security-

related requirements, i.e., authentication, authorisation,

identification and data protection.

Finally, processes are described by process patterns, i.e.,

generalised process models which include activities and

flows connecting them, presenting how a business should

be run in a specific domain [11]. In particular, PriS defines

seven privacy-process patterns corresponding to the eight

basic privacy goals.1

From a methodological perspective reasoning about

privacy goals comprises of the following activities:

(a) Elicit privacy-related goals The first step concerns

the elicitation of the privacy goals that are relevant to the

specific organisation. This task usually involves a number

of stakeholders and decision makers (managers, policy

makers, system developers, system users, etc.). Identifying

privacy concerns is guided by the eight privacy goal types

shown in Fig. 2. The aim is to interpret the general privacy

requirements with respect to the specific application con-

text into consideration. In the e-voting case two privacy

goals were identified, namely: unlinkability and unob-

servability. The former refers to the voters’ right to receive

the respective authentication means (username and pass-

word) without others being able to reveal to whom the data

are sent. Thus, even when a malicious third party is able to

steal these data he/she will not be able to know neither the

user nor the system where these data can be used. The latter

concerns the voters’ right to ensure the transparency of the

e-voting procedure by verifying the results’ integrity

without other parties (either system users or malicious third

parties which do not belong to the system) being able to

observe the whole verification process.

In addition, existing privacy requirements already

forming part of the organisation’s goals are identified. For

example, in the e-voting case the goal of authentication is

‘hidden’ in the current goal model and is realised by pro-

cess ‘P3: Send Authentication Means to eligible Voters’. It

should be noted, that PriS assumes the existence of the

organisation’s current goal model. If not, a goal modelling

method should be used for constructing the goal model

prior to PriS’s application [12].

(b) Analyse the impact of privacy goals on organisa-

tional processes The second step is to analyse the impact of

privacy goals on processes and related support systems.

To answer this question, the first task is to identify the

impact it may have on other organisational goals. This
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Fig. 2 PriS conceptual model

1 Since pseudonymity can be considered as part of anonymity, they

are both addressed in one pattern.
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impact may lead to the introduction of new goals or to the

improvement/adaptation of existing goals. Introduction of

new goals may lead to the introduction of new processes

while improvement/adaptation of goals may lead to the

adaptation of associated processes accordingly. Repeating

this process for every privacy goal and its associated

organisational goals leads to the identification of alternative

ways for resolving privacy requirements. The result of this

process modelled in the spirit of an extended AND/OR goal

hierarchy. A summary of this process is shown in the Fig. 3.

For example, let us consider the privacy goal of un-

linkability in the e-voting case. Guaranteeing voters’

unlinkability will clearly impact the way that goal ‘G1.1:

Ensure the participation of all eligible voters’ is realised. In

particular, by applying unlinkability goal on G1.1, this will

have an impact on all subgoals that realise goal G1.1. For

every subgoal it is analysed which are the modifications

that need to be done in order to satisfy the unlinkability

goal. In the specific example, subgoals ‘G1.1.1: Ensure all

Voters are located’ and ‘G1.1.2: Update List of Voters’ are

maintained while goal ‘G1.1.3: Provide e-access to all eli-

gible Voters’ needs to be adapted. Specifically, two new

subgoals are introduced namely ‘G1.1.1.1: Provide e-access’

and ‘Prevent others to reveal to whom the data are sent’ as

the result of the impact analysis. Finally, the process that

realises these new subgoals is also adapted for accom-

plishing the realisation of the new privacy goal. The result

of this analysis is graphically illustrated in Fig. 4.

(c) Model affected processes using privacy-process

patterns Having identified the privacy-related processes the

next step is to model them, based on the relevant privacy-

process patterns. A detailed description of the seven pri-

vacy-process patterns can be found in Appendix 1.

Figure 5 presents the process pattern for addressing the

unlinkability requirement, which describes the relevant

activities needed to realise that process. The application of

the unlinkability pattern on process ‘P3: Send Authenti-

cation Means to eligible voters’, which realises goals

G1.1.3.1 and G1.1.3.2 as shown in Fig. 1, is presented next to

the general pattern.

(d) Identify the technique(s) that best support/implement

the above processes The last step is to define the system

architecture that best supports the privacy-related process

identified in the previous step. Once again, process pattern

are used to identify the proper implementation technique(s)

that best support/implement corresponding processes.

Fig. 3 Analyse the impact of privacy goals on business processes
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In particular, every process pattern highlights the spe-

cific privacy-related activities that should be implemented

thus, indicating the developer where the privacy imple-

mentation technique needs to be introduced in order to

ensure that the process is privacy compliant. Naturally, the

choice of the appropriate implementation technique

depends on the privacy requirement(s) under consideration.

The correspondence between privacy-process patterns and

implementation tools is shown in Table 1.

As seen in Table 1, existing privacy implementation

techniques are classified in six categories, namely: (1)

Administrative tools, (2) Information tools, (3) Anonymizer

products, services and architectures, (4) Pseudonymiser

tools, (5) Track and evidence erasers, and (6) Encryption

tools. An overview of these categories can be found in

[13]. Each category includes a number of technologies-

methodologies [13, 14]. For example, administrative tools

include: Identity management, Biometrics, Smart Cards,

Permission Management and Monitoring and Audit tools.

Anonymizer tools include: Browsing Pseudonyms, Virtual

E-mail addresses, Surrogate Keys as wells as a number of

Privacy Enhancing Technologies (PETs) such as Crowds,

Onion Routing, Gap, Tor, etc.

Different tools in each category implement specific

privacy-process patterns. Using Table 1, a developer can

choose for every process pattern which is/are the best

implementation technique(s) among the ones available,

always based on the privacy requirement(s) that needs to be

realised, as well as the specific business context in which it

will be implemented.

Therefore, instead of prescribing a single solution, PriS

identifies a number of implementation techniques that best
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support the realisation of each privacy-related process let-

ting the developer decide which architecture is best for the

developing system based on organisation’s priorities such

as, cost, system efficiency, implementation complexity, etc.

In the e-voting case for the realisation of process ‘P3:

Send Authentication Means to eligible voters’ the devel-

oper may choose the Tor architecture which satisfies the

unlinkability pattern.

4 Formal PriS

Formal PriS aims to provide consistent, unambiguous and

precise representations of all PriS concepts as well as to

provide the basis for useful tool support for PriS activities.

The following sections formally describe the four PriS

activities described in Sect. 3.

4.1 Activity 1: elicit privacy-related goals

Let us start with the formal definition of the PriS goal

model. The conceptual model of PriS uses a goal hierarchy

structure and especially a goal graph structure since beside

the AND/OR relationship, the CONFLICT/SUPPORT

relationship exists which can be applied in goals belonging

at the same level of the hierarchy. Thus, the goal model is

defined as a directed acyclic graph as follows:

Definition 1 A directed acyclic graph V = (G, E) is

defined for representing the goal model. V = ({G1, G2,

G3,…,Gm-1, Gm}, {E1, E2, E3,…,Em-1, Em}) where,

G1,…,Gn are the total of all system’s goals and subgoals as

they are defined by the system’s stakeholders and E1,…,Em

are the set of relationships between the identified goals.

The E set contains all the relationships between the

goals of the hierarchy. Every relationship is defined by the

pair of the connected goals and the type of their connec-

tion. Based on the conceptual model of PriS four types of

connection exist: AND, OR, SUPPORT, and CONFLICT.

Every relationship type is expressed by a number from 1 to

4. Number 1 represents the OR relationship, number 2 the

AND, number 3 the SUPPORT and number 4 the CON-

FLICT. For example the relationship ei = (G1, G2, 2)

defines an AND connection of goal G1 with the goal G2 and

especially that G1 is the more abstract goal and G2 the more

specific one. In a relationship, the more abstract goal is

called parent goal where the more specific is called child

goal. By defining the relationships among goals, the goal

hierarchy is also defined since the more abstract goals

belong in a higher level than their children.

Next we need to define which of the goals in the G set

are affected by which privacy goal(s), (relationship

HAS_IMPACT_ON). To this end, seven privacy variables

are introduced namely PV1, PV2,…, PV7. Every privacy

goal is expressed by a variable which can take two values,

0 and 1. Every goal Gi is assigned seven values which

represent which privacy requirements have an impact on

the specific goal and which do not.

If Gi is not an end goal (has child goals) then the privacy

goals that affect goal Gi also affect all child goals of Gi

regarding the type of relationship between them.

User System

Submit Request Check Request

No unlinkability techniques are provided by the system

No need to provide 
unlinkability

Need to provide unlinkability

User connects to the system using unlinkability techniques provided by the system's architecture

UserSystem

An administrator requests from the system to send authentication means to all eligible voters

System checks the request

There is a need to provide 
unlikable connection

Authentication means are send over an unlinkable connection Receive Authentication Means

There is no need to provide 
unlikable connection

Fig. 5 Unlinkability pattern and its specialisation on the e-voting case
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4.2 Creating an adjacency matrix

An adjacency matrix is being used for representing the goal

model. The first line and first column of the table consist of

the goal names participating in the goal model. Every cell

is assigned by one value between 0 and 4. The purpose of

the matrix is to show which goals are being connected and

their connection type. Thus, the goals in the lines represent

the parent goals while the goals in the columns represent

the child goals. When a cell contains the value of 0 indi-

cates that there is no connection between the goal referred

to the beginning of the line with the one referred to the

beginning of the column. Otherwise, a number between 1

and 4 is assigned indicating that a connection between

these goals does exist and the connection type is the one

indicated by the number. An example of an adjacency

matrix based on the goal graph of the e-voting case is

shown in Table 2.

4.3 Activity 2: analyse the impact of privacy goals

on organisational processes

First we need to identify and create a link between the

privacy-related operationalised goals and the respective

processes that realise these goals. At the end of this step

two tasks are accomplished: the identification of privacy-

related processes and the creation of the links between the

privacy-related operationalised goals and these processes

(relationship IS_REALISED in the conceptual model). For

example, the link between the operationalised goal

G1.1.3.2 and the process P3 will be expressed as follows:

Match G P G1:1:3:2ð Þ ¼ P3ð Þ:

Next we must identify which privacy-process patterns need

to be applied not only for modelling these processes but

also for relating them with the proper implementation

techniques.

For the accomplishment of this purpose the concept of

process pattern variable is introduced. Process pattern

variables, PP1,…,PP7 share the same logic like privacy

variables. In particular, every process is assigned seven

values which are the values of the seven process pattern

variables. On every process pattern variable, two values

can be assigned: 1 and 0. The value 1 indicates that the

respective process pattern will be applied on the specific

process while value 0 indicates the opposite.

4.4 Activity 3: model affected processes using

privacy-process patterns

As mentioned above, every process is assigned a number of

process patterns variables, corresponding to the privacy

goals affecting the process. Despite the fact that the values

of privacy variables are assigned as one set, a classification

among these variables exists. Specifically, the first four

privacy goals are related with identification issues, while

the last three have to do with anonymity issues. In other

words, the first four privacy goals focus on protecting

privacy by identifying each subject and granting privileges

regarding the rights of this subject to the data that it tries to

access, while the last three privacy goals focus on pro-

tecting the privacy of each subject by ensuring its

anonymity or by preserving the reveal of its personal data

by malicious third parties.

Based on this classification, the seven privacy variables’

values of every operationalised subgoal are examined sep-

arately and different rules exist when selecting the proper

privacy-process patterns. In particular, based on the pri-

vacy-process patterns’ description the following statements

are true: data protection [ identification [ authorisa-

tion [ authentication and unobservability [ unlinkability.

The symbol ‘‘[’’ indicates that when an operationalised

goal has two or more privacy requirements, the process

patterns that will be selected are always the left in the

equation. In other words, data protection process pattern

involves the realisation of identification which involves the

realisation of authorisation which involves the realisation of

authentication. The same applies in the case between un-

linkability and unobservability. Anonymity/pseudonymity

is not involved in the realisation of any other process pat-

tern. It should be mentioned that by the word involving it is

meant that for the realisation of the identification process

pattern, for example, the realisation of the authorisation

process pattern is necessary. This is represented as

identification [ authorisation [ authentication.

PriS combines the above cases and rules and returns as a

result the values of the seven process pattern variables for

every privacy-related process. Thus, for example, let

assume that process P3 was realising, beside the unlink-

ability goal, the goals of authentication, authorisation and

unobservability. Thus the operationalised goal would have

the following privacy requirement values (1, 1, 0, 0, 0, 1, 1).

Table 2 Adjacency Matrix representing the goal ‘G1: Generality’

and its subgoals

G1 G1.1 G1.2 G1.1.1 G1.1.2 G1.1.3 G1.1.3.1 G1.1.3.2

G1 0 2 2 0 0 0 0 0

G1.1 0 0 0 2 2 2 0 0

G1.2 0 0 0 0 0 0 0 0

G1.1.1 0 0 0 0 0 0 0 0

G1.1.2 0 0 0 0 0 0 0 0

G1.1.3 0 0 3 0 0 0 2 2

G1.1.3.1 0 0 0 0 0 0 0 0

G1.1.3.2 0 0 0 0 0 0 0 0
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Based on the above rules the values of the seven privacy-

process patterns applied on the specific process (P3) would

have been (0, 1, 0, 0, 0, 0, 1).

As it was mentioned before, every process may realise

more than one operationalised goals. In this case, before

the selection of the proper process patterns that will be

applied on the specific process, PriS identifies the maxi-

mum values between every privacy requirement variable of

each subgoal and creates a virtual goal G0 that contains all

seven maximum values. Thus, for example, if goal Gi with

values (0, 1, 0, 0, 1, 0, 0) and goal Gt with values (1, 1, 0, 1,

1, 0, 1) are realised by the same process Pk, a new virtual

goal G0 will be created with values (1, 1, 0, 1, 1, 0, 1). The

selection of the proper process patterns will be based on the

seven values of the G0 goal. In this way, process Pk will

satisfy both goals, Gi and Gt.

Definition 2 8Gi 2 G; and are realised by process Pk, a

new goal G0 is created and is defined as follows:

G0 ¼ Gi _ Gj _ � � � _ Gk

PV0l ¼ PVi
l _ PVi

l _ . . . _ PVk
l

� �

where, k = the number of operationalised goals realised by

one process, l = 1, 2,…,7 (seven privacy variables for

every goal)

Based on the above definition, PriS takes the maximum

value of every operationalised goal’s privacy variable and

creates G0 which constitutes the maximum values of every

privacy variable.

4.5 Activity 4: identify the technique(s) that best

support/implement privacy-related processes

For describing which implementation techniques realise

which patterns, seven variables are assigned to every

technique following the same logic as before.

Specifically, every implementation technique is assigned

seven values, which represent which process patterns it

realises according to Table 1. For example, for the Tor

architecture the seven values describing it are (0, 0, 0, 0, 1,

1, 1) meaning that the specific architecture implements the

anonymity and pseudonymity process pattern, the unlink-

ability and the unobservability process pattern.

PriS checks the privacy-process patterns that are

applied on every process and for every pattern, it suggests

a number of implementation techniques according to their

respective values. PriS can either suggest a number of

implementation techniques separately for every process

pattern, or can suggest a number of techniques for all the

identified process patterns. In the case where the combi-

nation of process patterns does not lead to a specific

implementation technique, PriS suggests the techniques

that realise most of the privacy-process patterns. It should

be mentioned that PriS does not choose the best technique

out of the suggested ones. This is done by the developer

who has to consider other factors like cost, complexity

etc. PriS guides the developer by suggesting a number of

implementation techniques that satisfy the realisation of

the privacy-process patterns identified in the previous

step.

5 Discussion

A number of requirement engineering methodologies have

been proposed for managing security issues during system

design including NFR [15, 16], Tropos [17–19], KAOS

[20], i* [21], RBAC [22], M-N framework [23], GBRAM

[24, 25]. The above methodologies do not address privacy

specifically, but think of it as part of system security. As

such they do not offer specific techniques for identifying

privacy issues. Furthermore, the majority of the proposed

methodologies (with the exception of GBRAM) focus on

the elicitation of security requirements from business goals

but neither do address how these requirements are trans-

lated into system components, nor do they suggest any

relevant implementation techniques. RBAC is the only

method, which considers the generation of system policies

based on the elicited security requirements. However, it

does not suggest a systematic way for eliciting and man-

aging these requirements.

Bellotti and Sellen [26] developed a framework for

privacy-aware design in the field of ubiquitous computing.

This framework proposes a procedure; designers may fol-

low through a set of questions in order to evaluate a

system. The evaluation is accomplished by identifying a set

of new requirements, which must be implemented by the

developers. A recent variation of this framework is pro-

posed by Hong et al. [27]. In spite of the fact, that these

frameworks are inexpensive to use and relatively fast to

implement, a number of disadvantages exist. First, they do

not address/suggest any implementation techniques for

realising the identified requirements. A gap between design

and implementation exists since they do not suggest a way

for guiding the developer from the design to the imple-

mentation level. Also these frameworks produce a static set

of vulnerabilities (which the current system must over-

come) and leave the designer to re-evaluate the entire

system since they do not take iteration into account as part

of the design process. Changing one part in the system’s

design may affect other multiple parts in terms of privacy.

Based on the aforementioned vulnerabilities, these frame-

works are more likely to be employed once at the end of

the design cycle rather than become a part of the design

process.
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The STRAP framework proposed in [28] takes a further

step compared to the previous frameworks. Specifically, it

is based on the above frameworks while borrowing meth-

ods from requirements engineering and goal-oriented

analysis. In particular, at the beginning STRAP performs a

goal-oriented analysis of the system for identifying the

relevant actors, goals and major system components. Then

a list of vulnerabilities is produced by asking a number of

questions similar to the ones proposed in [26, 27] on every

goal and sub-goal. Vulnerabilities are categorised based on

the four Federal Information Practices presented in [14].

Once vulnerabilities are identified the steps of refinement,

evaluation and iteration follow. While STRAP successfully

combines goal-oriented analysis and heuristic-based

frameworks for addressing privacy vulnerabilities, it does

not take the next step of discovering/suggesting the rele-

vant implementation techniques needed for eliminating

these vulnerabilities.

Alongside the research on requirements engineering

methodologies, a number of technological solutions

(architectures, tools and protocols) have been designed for

protecting user’s privacy. Specifically, Anonymizer [29] is

a third-party web site, which acts as a middle layer between

the user and the site to be visited providing user’s ano-

nymity. Crowds is an agent that has been designed also for

protecting user’s anonymity. It is based on the idea that

people can be anonymous when they blend into the crowd

[30, 31]. Onion Routing is a general-purpose infrastructure

for private communications over a public network. It pro-

vides anonymous connections that are strongly resistant to

both eavesdropping and traffic analysis [32, 33]. DC-Net

(Dining Cryptographers Network) proposed in [34, 35]

allows participants to send and receive messages anony-

mously in an arbitrary network. It can be used for providing

perfect sender anonymity. Mix-Networks is another tech-

nique introduced in [36] and further discussed in [37]. It

realises unlinkability of sender and recipient as well as

sender anonymity against recipient and optionally recipient

anonymity. Hordes is a protocol designed for utilising

multicast communication for the reverse path of anony-

mous connections, achieving not only anonymity but also

sender unlinkability and unobservability. A detailed

description of Hordes is given in [38]. GAP (GNUnet’s

Anonymity Protocol) presented in [39] achieves anony-

mous data transfers. However, GAP is customised to the

functionality of a peer-to-peer network. Finally, Tor, pre-

sented in [40] is an architecture based on the Onion

Routing architecture with an improved way of working.

Unlike the above RE methodologies, PET’s are usually

addressed either directly at the implementation stage of the

system development process or as an add-on long after the

system is used by individuals. However, PET’s focus on

the software implementation alone, irrespective of the

organisational context in which the system will be

incorporated.

PriS method focuses on bridging the gap between the

design and the implementation phases. As an input PriS

uses the current goal model constructed by any of the

aforementioned RE methodologies. In this paper, the EKD

method is used for the construction of the goal model.

However, different goal modelling methodologies may be

used since, as discussed in [12], there is a high degree of

compatibility between existing goal modelling methodol-

ogies. In order to identify privacy goals PriS uses as a

guide the eight basic privacy concerns (authentication,

authorization, identification, data protection, anonymity,

pseudonymity, unlinkability and unobservability). More-

over, the activity of privacy goal elicitation could benefit

from a number of other techniques such as: threat trees

[41], attack trees [42], abuse cases [43], misuse cases [44–

46], security use cases [45] and abuse frames [48]. The

specific techniques can assist decision makers to locate and

accurately define the organization’s privacy goals that need

to be realised by the system into consideration.

To assess PriS’s applicability, the proposed method has

been tried in two case studies concerning an e-voting

system [6, 7, 49], as well as the University of the Aegean

career office system [8]. The results indicate that PriS can

be used to effectively link organizational privacy needs to

alternative system implementations that satisfy these needs

and can guide designers to make informed decisions

regarding the choice of the most suitable technological

solution. PriS’s application also showed that there are a

great number of repetitive tasks (e.g., the assignment of

privacy variables to different goals in the goal model) and

thus the need for automated tool support.

Another issue that emerged from the two case studies is

related to the selection of implementation techniques. PriS

deals with implementation techniques as solutions that

either, satisfy the realisation of a privacy goal, or not.

However, in many situations one has to take into consid-

eration the degree to which every implementation technique

realises every privacy need, in the specific organizational

context, which can make selection of a solution very com-

plicated. The complexity is increased by the fact that there

are a number of privacy needs that should be satisfied at

the same time. Defining a number of context-dependent

selection criteria, as well as classifying implementation

technologies using fuzzy logic techniques in order to cal-

culate the degree to which each technology contributes to

the satisfaction of a particular privacy requirement is a

possible solution and is the subject of our current research

efforts. In this way, instead of proposing solutions which

either satisfies a specific set of privacy goals or not, alter-

native solutions can be ranked depending on the degree of

the privacy protection they achieve.
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6 Conclusions

This paper presents PriS, a method for incorporating pri-

vacy user requirements into the system design process. PriS

considers privacy requirements as business goals in the

organisation domain and provides a methodological

framework for analysing the effect of privacy requirements

onto the organisational processes using specific privacy-

process patterns. Using these patterns, PriS accelerates the

modelling of privacy-related business processes indicating

where the application of privacy implementation tech-

niques is needed, also suggesting a list of specific

implementation techniques that can realise each privacy-

related process. Therefore, PriS provides an integrated

way-of-working from high-level organisational needs to

the IT systems that realise them.

A formal description of the PriS methodological

framework is also presented in this paper. Formal PriS is

used for the technical expression of the PriS way of

working. It provides a set of expressions based on which

the whole process, from the goal level to the selection of

the appropriate implementation techniques, is accom-

plished in a more directed way.

Future work includes the development of a case tool that

will automatically identify the impact of privacy goal in the

goal-process structure, based on PriS formal definition. The

tool will also provide developers with a description of each

implementation technique, as well as guidelines for

applying the selected technique. In addition, as discussed in

the above section we are currently working on improving

the method of implementation technologies selection using

fuzzy modelling.

Appendix 1

Figure 6 presents the process pattern for addressing the

authentication requirement, which describes the relevant

activities needed to realise that process. Every time a user

submits a request to the system, the system should check

that request and if authentication is needed the user should

provide the proper authentication data based on which

access is granted or denied.

The authorisation process pattern is presented in Fig. 7.

According to the authorisation requirement, user’s private

data should only be accessed by authorised users. There-

fore, initially when a user submits a request to a system the

nature of the request should first be checked since it is not

legal for example to ask from that user to login for a ser-

vice that identification is not needed. If the user requests

specific services or access to data that need authorisation

then he/she should pass the authentication process and

then, according to his/her rights, get the privileges for

accessing or not the specific service or data.

The pattern corresponding to the identification require-

ment is presented in Fig. 8. The role of identification is

twofold; first to protect both the user that accesses a

resource or service and the user’s data that are stored in the

system and second to allow only authorised people to

access them.

As shown in Fig. 8, when a user submits a request the

identification process checks whether identity is required or

not. If identity is not needed the system returns the infor-

mation requested to the user without asking any kind of

digital identity. If the request is related to accessing private

User System

Submit Request Check Request

Ask for authentication dataSubmit Data

Grant Access

Correct

Access Denied

Incorrect

Fig. 6 Authentication pattern

Fig. 7 Authorisation pattern
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information or accessing personalised services, then the

process of authorisation is triggered. It should be noted that

user anonymity is not ensured since this is not an ano-

nymity service, just a transaction without providing

identities. If anonymity is also required then the relevant

process pattern described below, should also be applied.

Figure 9, presents the data protection process pattern.

The aim here is to ensure that every transaction with per-

sonal data is realised according to the system’s privacy

regulations and Directive 95/46/EU [49] regarding the

processing of personal data and the free movement of such

data.

When a user tries to access private data, an identification

process is triggered for identifying the user and for granting

him/her with the rights of reading, processing, storing, or

deleting private data. Subsequently, if the user asks to

perform any of the above tasks the system checks whether

this complies with the privacy regulations and the request

is either granted or denied, accordingly. Thus, there are two

intermediate ‘‘inspections’’ before actually a user is able to

perform various tasks on other users’ private data.

The next pattern (Fig. 10), addresses the anonymity and

pseudonymity requirements. These two are addressed in

one pattern since pseudonymity could be considered as part

of anonymity.

As shown in Fig. 10, first, the user’s request is checked

in order to decide whether or not identity is needed. If there

is a need for knowing user’s identity, the identification

process is triggered. If not, the user not only receives his/

her information without providing any personal data, but

User System

Submit Request Ecexute Identification Process

Check Request (Read/Process/Delete/Store)

Identity Required

Comply with EU Data 
Protection Act

Request Granted

Request Denied

Don’t Comply

No Identity Required

Fig. 9 Data protection pattern

User System

Submit Request Check Request

Execute Identification Process

Identity Required

No Identity Required

User enters system anonymously/by using a pseudonum

Fig. 10 Anonymity and pseudonymity pattern
Fig. 8 Identification pattern

Fig. 11 Unlinkability pattern
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also specific techniques for protecting his/her anonymity

are realised. Thus, identification may be a subpart of ano-

nymity depending on whether or not specific data of user’s

identity are asked for processing. On the other hand, ano-

nymity is a privacy requirement that needs to be protected

and specific technologies should be used to realise user’s

anonymisation while he/she accessing the system and also

during the whole communication. Pseudonymity is used

when anonymity cannot be provided but again for the

purpose of protecting user’s anonymity.

Finally, the patterns for unlinkability and unobserv-

ability requirements (Figs. 11, 12, respectively) are

presented below. The two patterns have a similar structure.

User asks for a request. Based on system’s requirements if

one or both of these requirements need to be realised, then,

appropriate unlinkability or unobservability techniques are

used for connecting the user to the system.

References

1. Lunheim R, Sindre GS (1994) Privacy and computing: a cultural

perspective. Security and control of information technology. In:

Sizer R (ed) A Society (A-43)/x. Elsevier, North Holland,

pp 25–40
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